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About

Computational Chemistry Days

CCD is an annual event showcasing Finnish computational chemistry research. The event
provides an opportunity for students and young researchers in the field to network and
present their work.

The themes of this year’s event CCD24 comprise (a) the modeling of catalysis and
materials, (b) the modeling of biomolecules and soft matter, and (c) the usage of
machine learning in chemistry research.

Invited Speakers

Five speakers are scheduled to give invited talks at CCD24: Hanna Vehkamäki (HU), Maria
Sammalkorpi (Aalto), Miguel Caro (Aalto), Berk Hess (KTH), and Georg Kastlunger
(DTU). In addition, we can enjoy listening to 16 contributed talks and seeing 29 poster
presentations. The number of participants is 93.

Organizing committee

Department of Chemistry, Nanoscience Center

Karoliina Honkala Minttu Kauppinen Gerrit Groenhof Toni Kiljunen
Ville Korpelin Aku Lempelto Maryam Sabooni Laura Laverdure
Bhumi Baraiya Hanan Ibrahim Rasmus Ikonen Timo Weckman
Marko Melander Lorenzo Alonso Gómez
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Timetable

Monday, 27 of May

12:15 Welcome remarks

12:30–13:00 IS
Georg Kastlunger

Technical University of
Denmark

On the interplay of potential and
the reaction environment in the

electroreduction of CO2 and
biomass

13:00–13:20 CT
Omar Lopez-Estrada

Queen’s University

Insights into the overall water
splitting reaction by monodispersed

Fe–Co–Ni–P electrocatalyst

13:20–13:40 CT
Laura Laverdure

University of Jyväskylä
DFT insights on gold catalyzed

sugar oxidation

13:40–14:00 CT
Bhumi Baraiya

University of Jyväskylä

Isobutene formation from syngas
over m-ZrO2(2̄12) catalyst: A

DFT mechanistic and kinetic study
14:00–14:30 Coffee

14:30–15:00 IS
Hanna Vehkamäki
University of Helsinki

Tackling the chemical complexity in
atmospheric new-particle formation

15:00–15:20 CT
Stephen Ingram

University of Helsinki

Ruptures in mixed monolayers
under tension and supercooling: A

molecular dynamics study

15:20–15:40 CT
Maria Dimitrova

University of Helsinki
Magnetic properties calculated
using the Ampère–Maxwell law

15:40–16:00 CT
Annika Lehmann

University of Jyväskylä

Completing the series: The dimeric
dialuminene iPr8AlAlAriPr8

(AriPr8 = C6H-2,6-(C6H2-2,4,6-
iPr3)2-3,5-iPr2)

16:00–16:20 CT
Oleksii Zdorevskyi

University of Helsinki

Long-range charge transfer in
respiratory complex I: Insights from

multi-scale molecular dynamics
simulations

17:00–19:00 Poster session with drinks

IS : Invited Speaker, CT : Contributed Talk
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Tuesday, 28 of May

9:00–9:30 IS
Maria Sammalkorpi

Aalto University

Computer simulations, spider silk-like
designer proteins, and itsy bitsy steps
toward responsive polymeric materials

9:30–9:50 CT
Adam Harmat
Aalto University

Computational modelling driven
biosynthetic protein materials design

9:50–10:10 CT
Kourosh Hasheminejad

Aalto University
A computational take on designing

self-assembling block copolymer films

10:10–10:30 CT
Alex Bunker

University of Helsinki

Polymer coatings for drug delivery
nanoparticles: Molecular dynamics

simulation as design tool
10:30–10:50 Coffee

10:50–11:10 CT
Sasikaladevi Assa

Aravindh
University of Oulu

Tuning the properties of Janus van der
Waals hetero structures by varying

interface terminations

11:10–11:40 IS
Berk Hess

KTH Royal Institute of
Technology

Accelerating conformational transitions
in molecular simulations

11:40–13:00 Lunch

13:00–13:30 IS
Miguel Caro

Aalto University
Atomistic machine learning for materials

modeling

13:30–13:50 CT
Patricia Hernández León

Aalto University

Efficient many-body representation of
atomic environments for machine
learning based models and beyond

13:50–14:10 CT
Max Veit

Aalto University

Incorporating explicit electrostatic
interactions in machine learning

atomistic simulations

14:10–14:30 CT
Mario Mäkinen
Aalto University

Modelling the growth of zincone
ALD/MLD hybrid thin films using DFT

14:30–14:50 CT
Ouail Zakary

University of Oulu

Modeling porous liquids with
machine-learning-assisted molecular

dynamics

14:50–15:10 CT
Kameyab Raza Abidi
University of Jyväskylä

Atomically thin metallenes are
nanoscale amoebae

15:15 Conclusion
15:30 End of Program

IS : Invited Speaker, CT : Contributed Talk
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Talks

Monday 27th

Computational Chemistry Days 2024 
On the interplay of potential and the reaction environment  
in the electroreduction of CO2 and biomass 
 
G. Kastlunger 
 
Technical University of Denmark, Fysikvej, Kongens Lyngby, Denmark 
e-mail: geokast@dtu.dk 
 
The atomistic understanding of complex reaction mechanisms in electrocatalysis aids not only 
the discovery of improved catalytic materials but also the choice of ideal reaction environments 
for tailored products. 
 
In my talk, I will present density functional theory-based studies on electrocatalytic reaction 
mechanisms with a special focus on electrochemical CO(2) reduction and biomass valorization. 
I will describe how the combination of constant-potential DFT approaches and transition state 
theory-based considerations allow us to explicitly study the potential, pH and electrolyte 
dependence of multistep reaction networks relevant for the green transition [1]. 
 
Further, I will discuss general trends in the kinetic characteristics of the competing elementary 
reactions in electrocatalytic reductions and their consequences on the potential and pH response 
of the product selectivity [2,3]. 
 
 
 
[1]   G. Kastlunger et al., Using pH dependence to understand mechanisms in electrochemical 

CO reduction, ACS Catal. 2022, 12, 4344–4357. 
 
[2]   G. Kastlunger, H. H. Heenen, and N. Govindarajan, Combining first-principles kinetics 

and experimental data to Establish guidelines for product selectivity in electrochemical 
CO2 reduction, ACS Catal. 2023, 13, 5062–5072. 

 
[3]   S. Liu et al., Unraveling the reaction mechanisms for furfural electroreduction on copper, 

EES Catalysis 2023, 1, 539–551. 
 

IS
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Computational Chemistry Days 2024

Insights into the Overall Water Splitting Reaction by
monodispersed Fe–Co–Ni–P Electrocatalyst

Omar López-Estrada,a Lakshya Kumar, b and Bindu Antil, b Ankur Kumar, b Manash R. Das
c Samira Siahrostami d Sasanka Deka b

a Department of Chemistry, University of Calgary, Calgary, Alberta T2N 1N4, Canada
b Nanochemistry Laboratory, Department of Chemistry, University of Delhi, North campus,
Delhi 110007, India
c Advanced Materials Group, Materials Sciences and Technology Division, CSIR-North East
Institute of Science and Technology, Jorhat 785006, Assam, India
d Department of Chemistry, Simon Fraser University, 8888 University Drive, Burnaby, British
Columbia V5A 1S6, Canada
e-mail: omar.lestrada@queensu.ca

Nonprecious transition-metal phosphide (TMP) Fe0.5CoNi0.5P nanoparticles were developed
as efficient electrocatalysts for water splitting. This catalyst exhibited exceptional performance
in both hydrogen and oxygen evolution reactions (HER and OER), surpassing commercial
counterparts in an electrolyzer setup. Mechanistic analyses revealed surface reconstruction
induced by KOH, enhancing catalytic activity. The synthesis method employed resulted in
densely-packed spiky-ball particles, contributing to superior performance [1].

Computational density functional theory (DFT) simulations were conducted to elucidate the
underlying mechanisms. DFT modeling of various FexCoyNizP compositions revealed insights
into their structural and electronic properties. Pourbaix diagrams were employed to analyze
surface oxidation states during the OER, providing a comprehensive understanding of the sta-
bility landscape. Additionally, utilizing the computational hydrogen electrode, we evaluated the
activity of different catalyst compositions, demonstrating that Fe0.5CoNi0.5P exhibits the low-
est theoretical overpotential, indicative of superior performance in OER. Our computational
investigations further explored into the HER mechanism on the catalyst surface, confirming
Fe0.5CoNi0.5P as the most efficient catalyst (Figure 1).

Figure 1: Fe0.5CoNi0.5P water splitting catalyst

[1] L. Kumar et al. ACS Appl. Mater. Interfaces 2023, 15(47), 54446-54457.
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Computational Chemistry Days 2024 

DFT insights on gold catalyzed sugar oxidation 
 

L. B. Laverdure,a K. Honkalaa 

 
a Department of Chemistry, University of Jyväskylä 

e-mail: laura.b.laverdure@jyu.fi 

 

Electrocatalytic oxidation (ECO) of polyols derived from biomass on gold (Au) catalysts holds 

significant promise for clean energy and chemical production. Experiments have shown that 

activity and selectivity toward ECO products depend not only on the catalyst but also on the 

electrode potential and the pH. A previous computational study established the relevant OHads 

coverage for a given set of pH and potential on Au(111) and its effects on glycerol oxidation. 

[1] Here, we present the results of our investigation into the intricate mechanisms underlying 

glucose and xylose oxidation on Au(111). In agreement with our previous study, [1] we show 

that the OHads surface coverage as well as the applied potential are critical factors in 

determining the most favorable reaction paths. In addition to promoting sugar adsorption, the 

presence of OHads facilitated the initial proton-coupled electron transfer in the oxidation 

mechanism leading to gluconic or xylonic acid. While surface-mediated tautomerization to 

fructose and xylulose is competitive with the oxidation reaction on the bare surface at low 

potential, the products from this undesirable competing reaction are minimized in the presence 

of OHads as well as higher oxidative potentials. [2] Our findings underscore the importance of 

comprehensive computational modeling to accurately predict electrocatalytic behavior, 

particularly emphasizing the necessity to account for pH, potential, and coverage effects.  

 

[1] A. M. Verma, et al. ACS Catal. 2022, 12, 662. 

[2] J. P. Oña, et al. ACS Catal. 2024, 14, 1532. 
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Computational Chemistry Days 2024 
Isobutene Formation from Syngas over m-ZrO2(𝟐"12) Catalyst: A 
DFT Mechanistic and Kinetic Study 
 
Bhumi A. Baraiya,a Ville Korpelin,a Toni Kiljunen,a and  Karoliina Honkalaa 

 
a Department of Chemistry, Nanoscience Center, University of Jyväskylä, P.O. Box 35, 
40014, Finland 
E-mail: bhumi.a.baraiya@jyu.fi 
 
Isosynthesis mechanism (aldol condensation vs. ketonization) over a range of zirconia-based 
catalysts to produce isobutene (i.e., an intermediate for the selective production of jet fuel range 
hydrocarbons) is still a topic of discussion and it has regained interest due to a demand for 
selective renewable feedstock conversion routes [1]. To understand the role of Lewis acid-base 
pairs (Zr4+-O2-) of m-ZrO2(2"12) model catalyst in the selective formation of isobutene, 
thermodynamics, and kinetics of the proposed isosynthesis mechanism, the vdW-corrected 
DFT calculations were carried out with the GPAW simulation code [2]. The undercoordinated 
sites of the modeled catalyst were found to promote the conversion by assisting the CO 
hydrogenation and H2 dissociation. The DFT results indicated that the combination of 
unsaturated acid-base edge sites promotes the C-C coupling (C1-Cn, n = 2, 3..) for the chain 
growth of C2 to C3 species & chain branching of C3 to i-C4 compounds [3]. At the same time, 
the irreducibility of the catalyst could hinder the ketonization pathway to produce isobutene 
from syngas. The potential energy surface scan revealed that faster carbonylation of methyl 
compared to methyl-to-methylene conversion (rate-limiting step) might be the reason for 
avoiding excess methanation in the process. This computational study demonstrates the role of 
the Lewis acid−base pair (often relevant in experimental studies) in the active and selective 
reaction of syngas-to-isobutene conversion through cross-aldol condensation. 

 

Figure 1: Formation path of isobutene from syngas conversion. 
 
 
[1] Wu X. et al. Fuel 2019, 243, 34–40. 
[2] Enkovaara, J. et al. J. Phys.: Condens. Matter 2010, 22, 253202. 
[3] Maruya, KI. et al. J. Organomet. Chem. 1998, 551, 101–5. 
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Computational Chemistry Days 2024 
Tackling the chemical complexity in atmospheric new-particle 
formation 
H. Vehkamäki,a  and Theo Kurténb  
 
a Institute for Atmospheric and Earth System Research, University of Helsinki 
b Department of Chemistry, University of Helsinki  
e-mail: hanna.vehkamaki@helsinki.fi 
 
Human perturbations of the atmosphere have resulted in two of the greatest environmental 
challenges of our time: climate change and air pollution. A key process in both challenges is 
aerosol formation: the poorly understood conversion of gaseous matter into the condensed 
phase initiated by radical reactions and molecular clustering. In the atmosphere, aerosol 
formation involves an extremely large number of predominantly organic chemical species and 
processes, many of which are even individually difficult to measure or model. 
  
In the Research Council of Finland Centre of Excellence VILMA, we are tackling this chemical 
complexity using a large variety of computational and experimental tools. On the chemistry 
side, we characterise the reaction pathways leading to the least volatile (and thus most 
effectively aerosol-forming) compounds using quantum chemical reaction dynamic tools, in 
collaboration with mass spectrometric experiments [1,2]. Information from these studies are 
then encoded in automated reaction mechanism generators, which can produce vast datasets 
containing up to millions of representative low-volatility products [3]. Their likely 
condensation behaviour be roughly estimated by computing their saturation vapor pressures 
using novel machine-learning based approaches [4]. More accurate descriptions of aerosol 
formation require explicit simulations of the clustering physics, which can also be done using 
quantum chemistry methods – but only for a very small subset of the vast combinatorial phase 
space of possible molecular clusters. AI-based tools are thus urgently needed also for efficiently 
predicting cluster stabilities based on the chemical identities of the clustering molecules.  
  
 
[1] F. Bianchi, T. Kurtén, M. Riva, C. Mohr, M. P.  Rissanen, P.  Roldin,T.  Berndt, J.D. 
Crounse, P. O. Wennberg, T.F. Mentel, J. Wild, H. Junninen, T. Jokinen, M. Kulmala, D.R. 
Worsnop, J. Thornton, N. Donahue, H. G. Kjaergaard, and M. Ehn. Chemical Reviews 2019, 
119, 3472. 
[2] O.  Peräkylä, T. Berndt, L. Franzon, G. Hasan, M. Meder, R. Valiev, C. Daub, J. G. 
Varelas, F. M. Geiger, R. J. Thomson, M. Rissanen, T. Kurtén, T and M. Ehn. Journal of the 
American Chemical Society 2023, 145, 7780. 
[3] V. Besel, M. Todorović, T. Kurtén, P.Rinke and H. Vehkamäki. Scientific Data 2023 10, 
450. 
[4] E. Lumiaro, M.Todorović, T. Kurtén, H. Vehkamäki, and P. Rinke: Atmospheric 
Chemistry and Physics 2021, 21, 13227. 

IS
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Computational Chemistry Days 2024

Ruptures in Mixed Monolayers Under Tension
and Supercooling: A Molecular Dynamics Study

Stephen Ingram,† Bernhard Reischl,† Timo Vesala,†,‡ and Hanna Vehkamäki†

†Institute for Atmospheric and Earth System Research/Physics, University of Helsinki, 
Helsinki
‡Institute for Atmospheric and Earth System Research/Forest Sciences, University of 
Helsinki
e-mail: stephen.ingram@helsinki.fi

Mixed phospholipid and glycolipid monolayers likely coat the surfaces of pressurised gas
nanobubbles within the hydraulic systems of plants. The lipid coatings bond to water under
negative pressure and are thus stretched out of equilibrium [1]. In this work, we have used
molecular  dynamics  simulations  to  produce  trajectories  of  a  biologically  relevant  mixed
monolayer, pulled at mild negative  pressures (-1.5 to -4.5 MPa). Pore formation within the
monolayer is observed at 310 K, and proceeds as an activated process once the lipid tails
fully  transition from liquid  condensed/liquid  expanded (LC/LE)  coexistence  to  the  liquid
expanded  phase.  Pressure:area  isotherms  showed  reduced  surface  pressure  under  slight
supercooling (T = 270 K) at all observed areas per lipid. Rayleigh-Plesset simulations [2]
were used to predict evolving nanobubble size using the calculated pressure : area isotherms
as  dynamic  surface  tensions.  We confirm the  existence  of  a  second  critical  radius,  with
respect to runaway growth, above the homogeneous cavitation radius.

[1] H J Schenk et al., Plant Physiology. 2017, 173(2), 1177.
[2] P Marmottant et al., J. Acoust. Soc Amer., 2005, 118, 3499.
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Computational Chemistry Days 2024
Magnetic properties calculated using the Ampère-Maxwell law  

M. Dimitrova,a  D. Sundholm,a and R. J. F. Bergerb 

a Department of Chemistry, University of Helsinki 
b Department of Chemistry, University of Salzburg 
e-mail: maria.dimitrova@helsinki.fi 

The Ampère-Maxwell law defines the classical relationship between a magnetic field and an 
electric current in a circuit. It turns out that the equation is applicable to quantum chemistry 
calculations of the magnetically induced current density (MICD) from the induced magnetic 
field in a molecule placed in an external magnetic field. Typically, MICD is calculated using 
the nuclear magnetic shielding tensor. In our recent studies, we have shown that it is possible 
to calculate the shielding tensor components on a loop to obtain the total MICD of a molecule 
or to accurately quantify the strength of the flux of a current-density vortex.1,2,3  

The total MICD can be obtained by defining an integration plane originating at the centre of 
the molecule and extending to infinity above, below and away from the centre.1 Traditionally, 
the net current strength is calculated by integrating the MICD on points lying on the plane. 
Instead, we have calculated the nuclear magnetic shielding tensor on the closed loop defined 
by the perimeter of the integration plane. 

The current-density field usually consists of multiple vortices. The zero points in the field 
define the stagnation graph (SG) of the MICD. We have performed thorough analyses of the 
SG in a series of molecules, and we have calculated the nuclear magnetic shielding tensor on 
the stagnation lines.2,3 This approach allowed us to accurately assign the strength of each 
vortex, which is in contrast with the traditional approximate method of integrating the MICD 
on a series of 2D grids.  

Figure 1: The two vortices in the magnetically induced current-density field of LiH. 

[1] R. F. J. Berger, M. Dimitrova, R. T. Nasibullin, R. R. Valiev, D. Sundholm. PCCP 2021, 
24, 624. 
[2] R. F. J. Berger, M. Dimitrova. PCCP 2022, 24, 23089. 
[3] R. F. J. Berger, M. Dimitrova. (submitted) 2024.
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Computational Chemistry Days 2024 

Completing the Series: The Dimeric Dialuminene iPr8AlAlAriPr8 

(AriPr8 = C6H-2,6-(C6H2-2,4,6-iPr3)2-3,5-iPr2) 

 

Annika Lehmann,a Joshua D. Queen,b Kari Rissanen,a Heikki M. Tuononen,a* and Philip P. 

Powerb* 

 
a Department of Chemistry, Nanoscience Centre, P.O. Box 35, FI-40014, University of 

Jyväskylä, Finland 
b Department of Chemistry, University of California, Davis, One Shields Avenue, Davis 

California, 95616, United States 

e-mail: annika.a.lehmann.@jyu.fi 

 

Low-valent main group compounds have generated much interest as they often show facile 

reactivity towards small molecules and can be used as building blocks for systems with main 

group atoms in unusual bonding environments. Of the group 13 elements, low-valent Al species 

are challenging to isolate because of higher reactivity and tendency to disproportionate 

compared to the compounds of their heavier congeners. Although the use of sterically 

demanding ligands, such as terphenyls, have allowed the realization of one-coordinate diyl 

compounds of the form TerE: (E = Ga, In, Tl; Ter = terphenyl ligand), analogous Al(I) species 

were unknown until the isolation and characterization of iPr8ArAl: (AriPr8 = C6H-2,6-(C6H2-

2,4,6-iPr3)2-3,5-iPr2) in 2020.[1] In similar fashion, the dimeric dimetallenes, formally 

represented as TerE=ETer, are currently known for all but the lightest of group 13 metals Al. 

Herein, we present the characterization of the dialuminene iPr8ArAlAlAriPr8, a missing species 

in the series of group 13 dimetallenes.[2] The compound shows facile reactivity towards 

hydrogen and ethylene at room temperature and DFT calculations were used to elucidate the 

associated reaction mechanisms. The results show that even though iPr8ArAlAlAriPr8 is the only 

reactive species with dihydrogen, its dissociation to iPr8ArAl: (Figure 1) opens up two reaction 

routes with ethylene that lead to different outcomes. 

 

 

 

 

 

 

Figure 1: Monomer-dimer equilibrium between group 13 diyls and respective dimetallenes. 

 

 

[1]  Queen, J. D.; Lehmann, A.; Fettinger, J. C.; Tuononen, H. M.; Power, P. P. The 

Monomeric Alanediyl :AlAr
iPr

8 (Ar
iPr

8
 = C6H-2,6-(C6H2-2,4,6-iPr3)2-3,5-iPr2): An 

Organoaluminum(I) Compound with a One-Coordinate Aluminum Atom. J. Am. Chem. 

Soc. 2020, 142 (49), 20554–20559. 

[2]  Lehmann, A.; Queen, J. D.; Rissanen, K.; Tuononen, H. M.; Power, P. P. The Dimeric 

Dialuminene iPr8AlAlAriPr8 (AriPr8 = C6H-2,6-(C6H2-2,4,6-iPr3)2-3,5-iPr2). Manuscript 

in preparation. 
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Computational Chemistry Days 2024
Long-range Charge Transfer in Respiratory Complex I: Insights 
from Multi-scale Molecular Dynamics Simulations

O. Zdorevskyi,a and V. Sharmaa,b

a Department of Physics, University of Helsinki, Helsinki, Finland
b HiLIFE Institute of Biotechnology, University of Helsinki, Helsinki, Finland
e-mail: oleksii.zdorevskyi@helsinki.fi

Molecular  function  of  respiratory  complex  I  (NADH:ubiquinone  oxidoreductase)  has
remained  one  of  the  most  controversial  problems  in  bioenergetics.  This  large  molecular
machine (up to 1 MDa in some organisms) utilises the energy from NADH oxidation and
quinone reduction for the pumping of four protons across the inner mitochondrial membrane.
Being spatially separated by ca. 200 Å, it is not completely understood how these charge
transfer processes are coupled together. In our work, we address this question by employing
microsecond-long classical molecular dynamics (MD) in combination with state-of-the-art
hybrid  quantum-mechanical/molecular-mechanical  (QM/MM)  free  energy  calculation
methods.
Our simulations on the high-resolution structures of respiratory complex I from yeast [1], and
mammalian species  [2,3]  reveal  the mechanistic  details  of  the long-range charge transfer
processes in various catalytic regions of the enzyme. Particularly, we show that the protons
can travel along the membrane-bound subunits parallel to the membrane [4], coupling the
redox  reaction  to  the  proton  pumping  site(s).  Also,  we  underline  the  importance  of  the
partially reduced and partially protonated quinone species in the catalytic cycle of respiratory
complex I, and how electron transfer between two quinone ligands facilitates redox catalysis
[3].
Our findings challenge the current models of redox-coupled proton transfer by respiratory
complex  I  and  have  far-reaching  implications  in  understanding  complex  I-associated
metabolic disorders on the atomistic scale.

[1] K. Parey, J. Lasham et al., Sci. Adv. 2021, 7, eabj3221.
[2] J. Gu et al., Nat. Struct. Mol. Biol. 2022, 29, 172.
[3] Y.-C. Shin et al., bioRxiv 2024.
[4] O. Zdorevskyi et al., Chem. Sci. 2023, 14, 6309.
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Tuesday 28th

Computational Chemistry Days 2024

Computer simulations, spider silk-like designer proteins, and
itsy bitsy steps toward responsive polymeric materials

Maria Sammalkorpia

a Department of Chemistry and Materials Science & Academy of Finland Center of Excellence
in Life-Inspired Hybrid Materials (LIBER), Aalto University, Finland
e-mail: maria.sammalkorpi@aalto.fi https://www.libercentre.fi/

In this talk, I provide a brief overview to our recent modelling efforts on polymeric materials,
especially materials based on biosynthetic spider silk-like proteins and polymer coatings with
advanced functionalities. The focus is on some of our recent simulations work to connect
the molecular level design of the polymeric components to the materials response, extracting
the mechanisms behind the experimentally observed materials response, and in interpreting
the experimentally observed changes and trends. I discuss the interplay of experimental
characterization and particle-based modelling approaches at multiple length and time scales
in understanding and designing these materials.

Figure 1: Particle-based modelling approaches to protein materials at multiple length and time
scales, here a biosynthetic silk-like protein and its water solutions. Images: Dr. Piotr Batys.

[1] D. Tolmachev, M. Malkamäki, M. B. Linder, and M. Sammalkorpi, Biomacromolecules
2023, 24 (12), 5638.
[2] D. Fedorov, N. Roas-Escalona, D. Tolmachev, A. L. Harmat, A. Scacchi, M. Sammalkorpi,
A. S. Aranko, M. B. Linder, Small 2023, 2306817.
[3] L. Lemetti, A. Scacchi, M. B. Linder, M. Sammalkorpi, and A. S. Aranko,
Biomacromolecules 2022, 23 (8), 3142.
[4] P. Batys, D. Fedorov, P. Mohammadi, L. Lemetti, M. B. Linder, and M. Sammalkorpi,
Biomacromolecules 2021, 22 (2), 690.
[5] K. Hasheminejad, A. Scacchi, S. Javan Nikkhah, and M. Sammalkorpi, Applied Surface
Science 2023, 640, 158324.
[6] A. Scacchi, K. Hasheminejad, S. Javan Nikkhah, and M. Sammalkorpi, Journal of Colloid
and Interface Science 2023, 640, 809.

IS
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Computational Chemistry Days 2024 

Computational modelling driven biosynthetic protein materials 
design 
 
Adam L. Harmata,b, Dmitry Tolmacheva,b, Alberto Scacchib,c, Markus B. Linderb,c, and Maria 
Sammalkorpia,b 
 
a Department of Chemistry and Materials Science, Aalto University, Espoo, Finland 
b Academy of Finland Center of Excellence in Life-Inspired Hybrid Materials (LIBER), Aalto 
University, Espoo, Finland 
c Department of Bioproducts and Biosystems, Aalto University, Espoo, Finland 
e-mail: adam.harmat@aalto.fi 
 
Condensate formation, i.e. liquid-liquid phase separation (LLPS) of protein solutions in living 
cells is an established assembly step associated with basic biological cell function and several 
pathological conditions. These include, e.g., Alzheimer’s disease, amyotrophic lateral 
sclerosis, and Parkinson’s disease [1]. LLPS is also an intermediate step in the formation of 
advanced biobased materials, such as amyloids, mussel feet adhesives, squid beaks or silk-like 
fibers. Protein structural materials exhibit exceptional mechanical properties whilst being 
biodegradable and lightweight. The rational design of protein condensates is necessary for 
understanding LLPS and paving the way for engineered biosynthetic protein materials.  
 
To this purpose, we investigate engineered silk-like proteins using computational modelling to 
explore molecular level interactions and their implications on LLPS as observed in experiments 
[2,3]. Silk-like proteins have two folded domains connected by an intrinsically disordered 
region (IDR), making them an ideal model system for systematically investigating the interplay 
of folded and disordered regions in protein assembly.  
 
Here, we present a methodology advancement based on using protein-protein docking 
combined with molecular dynamics simulations to study interactions between the folded 
domains. We demonstrate the approach for a well-characterized ubiquitin system after which 
we map the response of four different folded domains matching our experimentally realized 
systems [4,5]. The simulations results show a difference in the type and anisotropicity of the 
interactions that regulate coacervate propensity and the physical properties of the coacervates. 
A mesoscale coarse-grained model was constructed to better understand the protein assembly 
process. The results highlight a complex interplay of folded and IDR domain interactions.  
 
References 
 
[1] Alberti, S. Curr. Biol. 27 (20), (2017), R1091-R1102. 
[2] Batys, P, Fedorov, D., Mohammadi, P., Lemetti, L., Linder, M.B., Sammalkorpi M., 
Biomacromolecules 22 (2), (2021), 690-700. 
[3] Lemetti, L., Scacchi, A., Yin, Y., Shen, M., Linder, M.B., Sammalkorpi, M., and Aranko, 
A.S., Biomacromolecules 23 (8), (2022), 3142–3153.  
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Interfacial coatings by, e.g., polymers, are often used to modify surface interactions of materials 
or to protect the underlying substrate. Self-assembling polymer coatings find use e.g., as 
protective layers in biomedical applications, as anti-corrosion coats protecting metallic 
surfaces, but also as preservative layers conserving stone materials in architectural monuments. 
Advanced uses require control of the assembling structure and coating spreading. 
Computational modelling provides an effective means to reveal guidelines for these e.g., in 
terms of polymer component choices, their miscibilities, or degree of polymerization.      
 
Here, we employ coarse-grained, dissipative particle dynamics (DPD) simulations to study 
self-assembling polymeric coatings. We focus on a model system composed of a hydrophilic 
surface coated via self-assembly by linear amphiphilic di-block copolymers and hydrophobic 
polymers. The base model matches cellulose as the substrate while the hydrophilic segments 
represent starch and the hydrophobic material a random co-polymer of styrene and n-butyl 
acrylate (at equal weight ratio). Our results show that copolymers with equal block lengths 
form stable, well-ordered lamellar surface coatings while asymmetry leads to advanced 
patterning in the coating. We examine the effect of concentration, extracting coating spreading 
and optimal concentration trends for uniform, complete coatings, and map the sensitivity of the 
assembly to chemical composition by varying the DPD interaction parameters. The work 
provides guidelines to tune and control the self-assembly of polymeric coatings and their 
internal structures for surface modifying applications. 
 
 

 
 
[1] Hasheminejad, K.; Scacchi, A.; Javan Nikkhah, S.; and Sammalkorpi, M.; Applied Surface 
Science 640, 158324 (2023). https://doi.org/10.1016/j.apsusc.2023.158324.   
[2] Scacchi, A.; Hasheminejad, K.; Javan Nikkhah, S.; and Sammalkorpi, M.; Journal of 
Colloid and Interface Science 640, 808 (2023). https://doi.org/10.1016/j.jcis.2023.02.117. 
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dynamics simulation as design tool. 
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From our first work performing all atom molecular dynamics (MD) simulation of the surface 
of a poly(ethylene-glycol) (PEG) coated, PEGylated liposome [1] to then considering alternate 
polymers to PEG[2] and ultimately poly(2-oxazoline) and poly(2-oxazine) based ABA triblock 
co-polymer micelles[3], developing MD simulation as a design tool for polymer coatings for 
drug delivery liposomes has been a journey of more than a decade of research. While I will 
discuss the entire journey, I will mainly focus on our most recent work concerning polymeric 
micelles. All-atom resolution MD simulations were performed of models of entire ABA 
triblock copolymer micelles, using structures characterized in previous experimental work [4] 
loaded with first curcumin [3] (fig. 1), then paclitaxel. Polymer drug interactions were 
analyzed; we studied the effect of altering polymer blocks. A correlation was found between 
the formulation with the highest drug loading capacity, as determined in prior experimental 
work [4], and the micelles that we observed in our simulation with the highest number of drug 
molecules encapsulated within the hydrophobic core. Also, systems with inferior drug loading 
showed more entanglement between the hydrophilic A blocks and the hydrophobic B blocks. 
Replacing poly(2-methyl-2-oxazoline) with poly(2-ethyl-2-oxazoline) as A block increased 
drug-shell interactions and reduced corona hydration; this possibly indicated impairment of the 
solubility and stability of the polymer micelle. Complementing experimental analysis, MD 
simulation allows for the rational design of drug delivery nanoparticles. Our work on ABA 
triblock copolymer micelles can be seen as a case study of this. Development of alternatives to 
PEG in drug delivery is an active field of research; MD simulation is a valuable tool that can 
be used to help achieve this.  
 
 
[1] M. Stepniewski, M. Pasenkiewicz-Gierula, T. Róg, R. Danne, A. Orlowski, M. Karttunen, 
A. Urtti, M. Yliperttula, E. Vuorimaa and A.  Bunker. Langmuir 2011, 27, 7788. 
[2] A. Magarkar, T. Róg and A. Bunker. Eur. J Pharm. Sci. 2017, 103, 128. 
[3] J. Kehrein, E. Gürsöz, M. Davies, R. Luxenhofer and A. Bunker. Small 2023, #2303066 
[4] B. Sochor, Ö. Düdükcü, M. M. Lübtow, B. Schummer, S. Jaksch and R. Luxenhofer. 
Langmuir 2022, 121, 3927. 
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The ever-growing energy needs demand technological development related to photo catalysis. 
Conventional photo-catalytic materials suffer from low quantum efficiency, charge-
recombination, and chemical back-reactions. Janus van der Waals hetero structures are 2D 
materials where a metal atomic layer M is sandwiched between layers X and Y of two different 
chalcogen, halogen, or pnictogen atoms owing to finite out-of-plane dipole moments and 
possess enhanced photocatalytic properties due to their intrinsic Rashba effect, strongly bound 
excitons, and strong interaction with light [1]. In this study, two dimensional (2D) 
GaAs/MoSSe Janus interfaces were investigated using first principles calculations. The effect 
of different atomic terminations on the interface stability, electronic properties and charge 
transfer at the interfaces were analyzed and found that conducting properties are altered with 
respect to different terminations. Metallic states are formed at the stable MoSSe/GaAs interface 
due to the presence of 2D occupied antibonding states in MoSSe and the band alignment at the 
interface. We demonstrate that the non-symmetric structure of MoSSe Janus material plays a 
key role in controlling the electronic properties of the stable Janus interface, which will be 
crucial deciding factor for practical applications [2]. 
 
 
 
[1]   L. Pan et al., Boosting the performance of Cu2O photocathodes for unassisted solar water 

splitting devices, Nature Catalysis 2018, 1, 412–420. 
 
[2]  A. Albar and S. Assa Aravindh, Emergence of metallic states at 2D MoSSe/GaAs Janus 

interface: a DFT study, J. Phys. Condens. Matter 2021, 33, 475701. 
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Accelerating conformational transitions in molecular simulations 
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Molecular dynamics simulations are a powerful tool for understanding the function of 
(bio)molecules. However, the time scales that can be reached are often orders of magnitude 
shorter than the timescales of transitions of interest. Enhanced sampling methods can enable 
sampling of such transitions. Here we will discuss several important aspects of enhanced 
sampling in the context of the accelerated weight histogram method. In particular the need for 
a metric and the choice of reaction coordinate(s).  
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In atomistic modeling, there has traditionally been a gap between the description of large sys-
tems over long time scales, afforded by classical force fields, and small systems, afforded by
quantum chemical methods. This gap is two faced. On the one hand, force fields are compu-
tationally cheap whereas quantum chemistry calculations are notoriously slow. On the other
hand, chemical reactions cannot be described by classical force fields, which also need to be
parametrized for a specific modeling problem; by contrast, quantum chemical calculations are
“hands off”, and one can expect good accuracy out of a typical calculation for a given input of
atomic positions and chemical composition. Therefore, there is an inescapable tradeoff between
accuracy and speed which has frustrated atomistic modelers essentially since the inception of
the field.

Fortunately, we currently live in the middle of a data-driven revolution, which has led to the
emergence of the atomistic machine learning subfield. Using different regression models, such
as kernel-based regression [1] or artificial neural networks [2], we can now “learn” the quan-
tum mechanical potential energy surface afforded by our method of choice (usually, but not
exclusively, density functional theory [DFT]) and make predictions at force field cost. These
so-called machine learning potentials (MLPs) have narrowed the gap between accuracy and
size, allowing us to model large systems with quasi-DFT accuracy [3]. While the field is still
under extremely rapid development, we are starting to witness some remarkable progress in
the modeling of materials for problems that necessitate large scales or high-throughput screen-
ing. Furthermore, the flexibility of these new simulation frameworks is opening the door for
imaginative approaches to augment atomistic simulation, e.g., by incorporating experimental
observables directly into the structure optimization of materials [4].

In this talk, after giving a brief introduction to the field of atomistic machine learning, I will
show different examples of how our group has used MLPs to study amorphous and nanostruc-
tured materials [4-6], achieving a degree of realism in materials modeling that was unimagin-
able less than a decade ago.

[1] A. P. Bartók, M. C. Payne, R. Kondor, and G. Csányi. Phys. Rev. Lett. 2010, 104, 136403.
[2] J. Behler and M. Parrinello. Phys. Rev. Lett. 2007, 98, 146401.
[3] V. L. Deringer, M. A. Caro, and G. Csányi. Adv. Mater. 2019, 31, 1902765.
[4] T. Zarrouk, R. Ibragimova, A. P. Bartók, and M. A. Caro. arXiv:2402.03219.
[5] M. A. Caro, V. L. Deringer, J. Koskinen, T. Laurila, and G. Csányi. Phys. Rev. Lett. 2018,
120, 166101.
[6] J. Kloppenburg, L. B. Pártay, H. Jónsson, and M. A. Caro. J. Chem. Phys. 2023, 158,
134704.
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Efficient Many-Body Representation of Atomic Environments
for Machine Learning based models and beyond

P. Hernández-León,a and M. A. Caro,a

a Department of Chemistry and Materials Science, Aalto University
e-mail: patricia.hernandezleon@aalto.fi

Mathematical descriptions of atomic environments play a central role in force field methods for
atomistic simulations, especially in machine learning (ML) based interatomic potentials. These
representations influence the accuracy and computational performance of many atomistic ML
models, motivating the design of more efficient algorithms to expand the sizes and timescales
of simulations.

A well-established many-body representation is the smooth overlap of atomic positions (SOAP)
descriptor [1], introduced to ease the construction of similarity kernels within the Gaussian
Approximation Potential (GAP) framework [2]. However, descriptor evaluation is still one
of the main bottlenecks in GAP ML force fields, despite its further optimization [3]. Here,
we will briefly introduce the SOAP formalism and the main limitations of the state-of-the-art
soap_turbo descriptors [4]. We will also discuss different ongoing approaches to alleviate them,
such as potential speedups and descriptor compression strategies.

Moreover, these representations provide a general characterization of atomic-scale properties,
being a suitable input not only for ML modelling but also for data analysis and visualiza-
tion. We will show a few examples of their application beyond ML force fields, combining
soap_turbo descriptors with a cluster-based multidimensional scaling (cl-MDS) tool for data
visualization [5,6].

[1] A. Bartók et al., Phys. Rev. B 87, 184115 (2013)
[2] A. Bartók et al., Phys. Rev. Lett. 104, 136403 (2010)
[3] M. A. Caro, Phys. Rev. B 100, 024112 (2019)
[4] M. A. Caro, soap_turbo library, see https://github. com/libAtoms/soap_turbo ,
[5] P. Hernández-León, M. A. Caro, accepted for publication in Physica Scripta on 9 April
2024 (preprint arXiv:2209.06614)
[6] P. Hernández-León, M. A. Caro, cl-MDS repository, see https://github.com/mcaroba/cl-
MDS
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Incorporating explicit electrostatic interactions in machine
learning atomistic simulations

M. Veita and M. A. Caro,a

a Data-driven Atomistic Simulations (DAS) group, Department of Chemistry and Materials
Science (CMAT), Aalto University
e-mail: max.veit@aalto.fi

Long-range interactions such as electrostatics have long been a concern in developing accurate,
efficient machine learning potential energy surfaces (ML-PES). Many approaches for incorpo-
rating such interactions into the structure of an ML-PES have been proposed over the past
decade; however, no approach has yet exhibited the combination of accuracy, generality, and
conceptual simplicity necessary to find wide acceptance. In this work, we revisit one of the
earliest and simplest approaches, namely, machine learning local parameters (charges) that are
incorporated into a simple functional form [1], which has recently found success in the con-
text of van der Waals interactions [2]. We test this approach on lithium-intercalated graphite,
a model system for battery electrodes [3], where experimental data is widely available, and
explore the impact of electrostatic interactions on both the dimensional changes and the Li fill-
ing pattern. Finally, we discuss wider implications for incorporating long-range interactions in
future machine learning models, including different approaches for incorporating polarization
and charge transfer phenomena as well as coupling with external electric fields.

ML

ML

Figure 1: Combining two machine learning models – one for the local energy and one for
partial charges – to build an accurate potential for lithium-intercalated graphite.

[1] N. Artrith, T. Morawietz, and J. Behler, Physical Review B 83, 153101 (2011).
[2] H. Muhli, X. Chen, A. P. Bartók, P. Hernández-León, G. Csányi, T. Ala-Nissila, and M. A.
Caro, Phys. Rev. B 104, 054106 (2021).
[3] S. Anniés, C. Scheurer, and C. Panosetti, Electrochimica Acta 444, 141966 (2023).
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Modelling the Growth of Zincone ALD/MLD Hybrid Thin
Films using Density Functional Theory

M. Mäkinen, and K. Laasonen

Department of Chemistry and Materials Science, Aalto University
e-mail: mario.makinen@aalto.fi

Purely inorganic, or organic thin films can be fabricated using either atomic or molecular layer
deposition (ALD and MLD). By combining these two methods, one can fabricate hybrid thin
films, which contain both organic and inorganic layers, and thus will drastically improve the
applicability of the thin film technology. The reaction paths occurring during the hybrid thin
film deposition process are still widely unknown. To tackle this problem, we studied the growth
mechanisms of hybrid thin films on an atomic-level accuracy using DFT. Hybrid thin films
under investigation utilize diethyl zinc and 4-aminophenol as precursors, and were studied
using both gas-phase and surface reaction models, of which examples are presented in Figure
1.

4-Aminophenol reacts faster and more strongly with its hydroxyl than its amino group, which
will dictate the alignment of 4-Aminophenol in the film structure. 4-Aminophenol adsorbed to
the surface through physisorption, and after that, the hydrogen will migrate to an ethyl ligand
utilizing primarily a ligand exchange but also a dissociation reaction. The amount of ethyl
ligands partaking in the growth reaction of the hybrid thin film was approximately 20 to 25
percent. Different macrostructures of these hybrid thin films were compared and the effect of
oxygen on the growth reaction mechanisms was discovered.

In addition, the gas-phase models were utilized in the screening of over a dozen compounds
to discover the relative reactivity of diethyl zinc with different functional groups present in
aliphatic and aromatic organic precursors. Our results on both the reactivity and bond strength
between different functional groups agree qualitatively with experimental results. Thus, this
rapid screening process enables the feasibility prediction of the potential organic precursors,
and it can be expanded to hundreds of precursors.

Figure 1: A hybrid thin film growth reaction between 4-aminophenol and diethyl zinc was
studied using both gas-phase (left) and surface (right) models.
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Modeling Porous Liquids with Machine-Learning-Assisted 

Molecular Dynamics 
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Diverse applications benefit from porous materials, such as molecular separations and catalysis 

[1], enabling the efficient capture of greenhouse gases (CO2 and CH4) and valuable noble gases 

(Xe, Ar, and Kr). Xenon, widely used in optics, medicine, and nuclear processes, poses 

extraction challenges due to its low atmospheric abundance and inert nature, driving high 

commercial costs. Efficient xenon isolation requires materials with precise selectivity and high 

adsorption capacity. Porous liquids (PLs) incorporating cavities formed by porous organic 

cages (POCs) show promise in addressing these challenges [2]. Understanding the binding 

mechanisms, occupancies, dynamics, and equilibrium between host (PL/POC) and guest (Xe) 

is pivotal for the design of novel POCs tailored to specific functionalities. Molecular dynamics 

(MD) simulations have proven essential for understanding and exploring the physicochemical 

processes governing these systems. In MD simulations, atom movements are described by the 

potential energy surface (PES) of the system. Typically, the PES is accurately obtained by 

calculating the electronic structure using methods such as density functional theory (DFT). 

However, the combination of MD with DFT, although provides precise interatomic forces, is 

constrained by computational scalability, limiting simulations to tens of picoseconds and a few 

hundred atoms, thereby falling short of capturing realistic timescales and size of these porous 

systems. In recent years, machine learning, particularly neural networks (NNs), has emerged 

as a promising avenue to address these limitations [3], by learning accurate interatomic 

potentials from a set of high-fidelity reference calculations while maintaining computational 

efficiency.  

In this work, we present accurate and data-efficient machine learning interatomic potential 

(MLIP) models built using Allegro [4], a local equivariant deep NN architecture. These models 

were trained, validated, and tested on DFT level data, covering energies, forces, and virials in 

structures with 600 to 1170 atoms (H, C, N, O, F, Cl, Xe). The structures include varying 

numbers of xenon atoms in different PLs and POCs, totaling 1.7 million atoms with around 12 

million data points. The MLIP models enable simulating large-scale porous liquids at realistic 

physicochemical conditions and applied to provide microscopic interpretation of experimental 
129Xe NMR — a local probe critical for understanding the condition-dependent dynamic 

processes present in these systems — data both at the static and dynamic levels. 

 

[1] A. G. Slater, A. I. Cooper. Science 2015, 348, 988.  

[2] L. Chen, P. S. Reiss, S. Y. Chong, D. Holden, K. E. Jelfs, T. Hasell, M. A. Little, A. Kewley, 

M. E. Briggs, A. Stephenson, K. M. Thomas, J. A. Armstrong, J. Bell, J. Busto, R. Noel, J. Liu, 

D. M. Strachan, P. K. Thallapally, A. I. Cooper. Nat. Mater. 2014, 13, 954–960. 

[3] S. Batzner, A. Musaelian, L. Sun, M. Geiger, J. P. Mailoa, M. Kornbluth, N. Molinari, T. E. 

Smidt, B. Kozinsky. Nat. Commun. 2022, 13, 2453.   

[4] A. Musaelian, S. Batzner, A. Johansson, L. Sun, C. J. Owen, M. Kornbluth, B. Kozinsky. 

Nat. Commun. 2023, 14, 579.  
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Atomically thin metallenes are nanoscale amoebae
Kameyab Raza Abidi1, Pekka Koskinen1
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Due to their delocalized electronic wave functions, metals inherently display isotropic bonding
which makes their existence as two-dimensional (2D) nanostructures scarce [1]. Despite this prop-
erty, there have been successful experimental realizations of atomically thin segments of certain
elemental metals within a 2D covalent framework [2]. Yet, this progress has not been systemati-
cally reported for all metals, implying that the intrinsic nature of metals concerning the underlying
mechanisms that can confer stability in two dimensions remains elusive. The precise mechanisms
responsible for stabilizing metals in 2D configurations continue to be a subject of intrigue. A pro-
found understanding at the atomistic level is imperative, and this can be effectively achieved through
advanced computational methodologies [3-5].

To complement the 2D metals stability research, we delve deep into the inherent stability criteria
of 45 metals, in six distinct lattices—hexagonal, square, honeycomb, and their buckled analogs.
Using density-functional theory, we assessed the dynamical stability of these free-standing metallic
monolayers. Our findings indicate that the stability of these structures is more influenced by the
available area per atom than merely the minimum energy. Among our observations, 129 stable lat-
tices have been identified, frequently at densities not corresponding to the energy minimum or zero
stress. Contrary to conventional energy minimum, we introduce a novel perspective on the stabil-
ity of 2D metals. We suggest that 2D metals are more akin to nanoscale amoebas—adapting their
conformation to the size and shape of the stabilizing pore—rather than being intrinsic structures
with fixed lattice constants at zero stress. We anticipate that this approach will pave the way for
experimental methodologies aiming to synthesize larger and more robust 2D metal samples, with
potential applications in electronics, plasmonics, optics, and catalysis.

Figure 1: 2D metals’ stability framework: A metal patch with N atoms stabilizes on a 2D template
pore of area A. Lattice structures like honeycomb (hc), square (sq), and hexagonal (hex), with their
buckled variants (bhc, bsq, bhex) are explored. Buckled layer thickness is t

References: [1] T. Wang, et al., Materials Today Advances 8, 100092 (2020); [2] H. Q. Ta, et al., Advanced
Science 8, 2100619 (2021); [3] J. Nevalaita and P. Koskinen, Physical Review B 97, 035411 (2018); [4] J.
Nevalaita and P. Koskinen, Nanoscale 11, 22019 (2019); [5] S. Ono, Physical Review B 102, 165424 (2020).
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Single atom alloys (SAAs) have proven to be effective catalysts, offering customizable 

properties for diverse chemical processes.[1] Various metal combinations are used in SAAs 

and Pd dispersed materials are frequently employed in catalyzing hydrogenation reactions.[1,2] 

In this work, we explore the hydrogenation of phenylacetylene to styrene and ethylbenzene on 

PdAg SAA using density functional theory calculations. Our results show that while PdAg SAA 

does improve the activity of the host Ag towards hydrogenation, a dilute PdAg SAA surface 

with isolated Pd-atoms is not selective towards partial hydrogenation of phenylacetylene.  

Additionally, we investigate how the size of the reactant molecule, the size of the metal alloy 

ensemble, and a ligand effect impact the hydrogenation process. The SAA enhances the binding 

strengths of various organic adsorbates, although this effect diminishes as the adsorbate size 

increases. Our findings indicate the dilute PdAg exhibits selectivity towards hydrogenation of 

smaller molecules such acetylene due to its distinct adsorption geometry. The selective 

hydrogenation of phenylacetylene necessitates a surface Pd dimer ensemble. Our research 

highlights the importance of both reactant molecule size and surface configurations in SAA 

catalysts. This is particularly crucial when dealing with the adsorption of sizable organic 

molecules where the functional group can adopt different adsorption modes. 

 

 
Figure 1: Hydrogenation pathway of phenylacetylene. 

 

[1] Zhang et al. Chem. Soc. Rev.,2021, 50,569 

[2] Pei et al. ACS Catal. 2015, 5, 6, 3717–3725  
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Phenol and its derivatives represent a significant class of chemical compounds with diverse 

applications [1]. Therefore, the development of cost-effective and efficient methods for 

incorporating oxygen into aromatic C-H bonds holds paramount significance in synthetic 

chemistry. Itoh et al. [2] introduced a remarkable catalytic system in 2015, wherein nickel(II) 

complexes catalyze the hydroxylation of benzene and alkylbenzenes using H2O2 as the oxidant 

(Figure 1a). They proposed a dinickel(III) bis(μ-oxo) species (Figure 1b) as the key 

intermediate responsible for the benzene hydroxylation reaction, although their subsequent 

publication [3] indicates that such a species is inactive toward arene hydroxylation, leaving this 

issue as an open question. 
 

 
Figure 1: (a) Nickel-catalyzed hydroxylation of benzene using H2O2 developed by Itoh et al. 

(b) dinickel(III) bis(μ-oxo) complex (c) DFT-proposed mechanism. 
 

Here, we present our recent study [4], which explores the mechanism of benzene hydroxylation 

with H2O2 catalyzed by by [NiII(tepa)]2+ (tepa = tris[2-(pyridin-2-yl)ethyl]amine) using density 

functional theory (DFT) calculations (Figure 1c). It was revealed that the deprotonation of 

coordinated H2O2 renders it more susceptible to oxidative addition at the nickel center. This 

study introduces Ni-oxyl species as critical intermediates in such a transformation, highlighting 

how the spin density value on oxygen and positive charge on the Ni-O• complex affect the 

activation barrier for the addition of benzene to oxygen, which serves as the rate-determining 

step. The knowledge supplied in this research can provide important information to guide 

experimentalists when interpreting previously reported reaction mechanisms of the 

intermolecular hydroxylation of aromatic compounds using H2O2 catalyzed by 3d metal 

complexes and may aid scientists in developing novel catalytic reactions. 

 

[1] K. Weissermel; H.-J. Arpe. Industrial Organic Chemistry; John Wiley & Sons, 2008. 

[2] Y. Morimoto; S. Bunno; N. Fujieda; H. Sugimoto; S. Itoh. J. Am. Chem. Soc. 2015, 137, 

5867. 

[3] Y. Morimoto; Y. Takagi; T. Saito; T. Ohta; T. Ogura; N. Tohnai; M.  Nakano; S. Itoh, An-

gew. Chem. 2018, 130, 7766. 

[4] K. Farshadfar; K. Laasonen, Inorg. Chem. 2024, 63, 5509. 
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Tetragonal zirconia in isosynthesis
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Isosynthesis is a selective catalytic process to convert syngas, a mixture of CO and H2, di-
rectly into isobutene. [1] This process is catalyzed by zirconia (ZrO2), but it turns out that
the product distribution in isosynthesis is highly polymorph-sensitive. While monoclinic zir-
conia (m−ZrO2) exhibits relatively good selectivity towards isobutene production, tetragonal
zirconia (t-ZrO2) converts syngas to mainly methane and other C1 compounds. [2,3]

This poster presentation tells about the ongoing computational study on syngas chemistry on t-
ZrO2 (101) and (134) surfaces, with emphasis on the methane production. The goal of the study
is to use DFT + U calculations to better understand the reaction mechanism of methanation
by tetragonal zirconia, and hopefully shed light onto the mechanistic details that lead to the
experimentally observed polymorph-sensitivity in isosynthesis.

[1] Shah, Y. T. and Perrotta, A. J., Catalysts for Fischer-Tropsch and Isosynthesis, Product
R&D, 1976, 15, 123-131.
[2] Maruya, K., Komiya, T., Okumura, K. and Yashima, M., Linear relationship of the rate of
isobutene formation from CO and H2 on ZrO2 to the monoclinic phase fraction, Chem. Lett.,
1999, 7, 575-576.
[3] Wu, X.-m., Tan, M.-h., Geng, H.-l., Zhao, S.-y., Xu, B. and Tan, Y.-s., Effect of crystal
structure of ZrO2 catalyst on isobutene synthesis from CO hydrogenation, J. Fuel Chem.
Technol., 2023, 51, 473-481.
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Electroreduction of CO2 into value-added products with two or more carbon atoms (C2+) represents a promising 
approach for direct synthesis. Traditionally, CO2 reduction reaction (CO2RR) to C2+ products has predominantly 
employed solid-state heterogeneous electrocatalysts, such as copper (Cu) [1]. In contrast, single-atom catalysts 
(SACs) have typically been used to convert CO2 into C1 products like carbon monoxide, formate, methanol, and 
methane [2-3]. However, some experimental data suggest that iron phthalocyanine (FePc) as a SAC can produce 
small amounts of C2+ compounds, including ethylene (C2H4), ethane (C2H6), propane (C3H6), and propane 
(C3H8) [4-5]. Despite these findings, the mechanisms explaining this achievement are still lacking. Exploring 
these mechanisms could lead to the development of SACs based on transition metal-doped graphene. Our research 
aims to investigate various reaction mechanisms that could enable the formation of C2+ products over FePc using 
density functional theory (DFT) calculations. Our computational studies show that at a negative potential, CO 
binds more strongly to the Fe-CO intermediate, increasing the kinetic challenge of its release. This promotes the 
formation of post-CO intermediates through proton attacks on Fe-CO. After this stage, the reaction proceeds to 
form a Fe=CH2 through hydrogenation steps. Although methanol formation is thermodynamically possible, it 
faces a high activation barrier. Subsequently, C2+ products are formed through direct CO attacks on the carbon 
atom in Fe=CH2, encountering feasible thermodynamic and kinetic barriers in the process. 

 

References 

1. Nitopi, Stephanie, et al. "Progress and perspectives of electrochemical CO2 reduction on copper in aqueous 
electrolyte." Chemical reviews 119.12 (2019): 7610-7672. 

2. Hossain, M. Noor, et al. "Temperature-Controlled Syngas Production via Electrochemical CO2 Reduction on a 

CoTPP/MWCNT Composite in a Flow Cell." ACS Applied Energy Materials (2022). 

3. Abdinejad, Maryam, et al. "Electrocatalytic reduction of CO2 to CH4 and CO in aqueous solution using pyridine-porphyrins 
immobilized onto carbon nanotubes." ACS Sustainable Chemistry & Engineering 8.25 (2020): 9549-9557. 

4. Dong, Si-Thanh, Chen Xu, and Benedikt Lassalle-Kaiser. "Multiple C–C bond formation upon electrocatalytic reduction 
of CO2 by an iron-based molecular macrocycle." Chemical Science (2023). 

5. Khakpour, R.; Farshadfar, K.; Dong, S.-T.; Lassalle-Kaiser, B.; Laasonen, K.; Busch, M. "The Mechanism of CO2 
Electroreduction to Multi-carbon Products over Iron Phthalocyanine Single-Atom Catalyst. " Chemarxiv (2023). 
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Higher alcohols from syngas on a CuFe alloy catalyst: DFT
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Higher alcohols (HAs) from ethanol to fatty alcohols are vital in the chemical and energy
sectors, with applications ranging from polymers to gasoline additives.[1] Currently, HAs are
produced by the fermentation of sugars and the hydration of alkenes. To avoid the use of food-
and petroleum-based feedstocks and increase efficiency, a one-stage process from syngas to
HAs has been proposed. Cu-modified Fe can catalyze the reaction, with Fe activating CO and
growing hydrocarbon chains, and Cu promoting CO insertion and hydrogenation.[2]

The 68 most significant HA synthesis reactions from syngas up to ethane and ethanol were
studied on a periodic, perfectly mixed 1:1 CuFe(211) alloy catalyst model. The reaction and
activation energies were calculated using vdW-corrected GGA-DFT and the climbing image
NEB method. Based on the results, a microkinetic model was built to simulate the kinetics of
the process and identify the key elementary steps determining the activity and HA selectivity.

The presence of Cu hinders the Fe-catalyzed C–O cleavage responsible for producing the CHn
chain-growth monomers, and this is the main overall rate-determining step. The relatively slow
C–O cleavage is, however, beneficial for HA selectivity, as it allows for a sufficient coverage of
molecular CO to form higher oxygenates by CO insertion. On the other hand, the presence of
Fe, while crucial for CO activation and chain growth, severely hinders the formation of O–H
bonds, making Cu-rich hydrogenation sites necessary for HA production. The results therefore
highlight the importance of a proper Cu–Fe balance in HA synthesis.

Figure 1: Adsorption geometries of the C2 intermediates on CuFe(211).

[1] H. T. Luk et al. Chem. Soc. Rev. 2017, 46, 1358.
[2] W. U. Khan. ChemCatChem 2020, 13, 111.
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During hydroprocessing of renewable feedstocks into renewable fuel, the removal of 

nitrogen-containing molecules such as amines and amides is required [1,2]. Noble metal-

based heterogeneous catalysts have been studied for this purpose [3,4], but the reaction 

mechanism for C-N scission is not fully understood. In this work, we used density functional 

theory (DFT) to study the mechanism of C-N bond scission on a 3x3 Pt(111) surface for the 

aliphatic amines methylamine, ethylamine and dimethylamine. Calculations were performed 

using the BEEF-vdw functional in the GPAW software, the climbing image nudged elastic 

band (Cl-NEB) method was used to locate the transition states. The results show that for 

methylamine, ethylamine, and trimethylamine, initially C-H and N-H bond scission is 

favored over C-N scission. A variety of hydrogen-deficient species can thus form on the Pt 

surface. These species can undergo condensation reaction with each other, thus forming 

heavier amine products. However, loss of hydrogen from the carbon involved in the C-N 

bond also weakens this bond, so that C-N bond scission becomes significantly easier. These 

results are generally well in agreement with experimental results [3, 4]. A parallel can also be 

drawn to ethane hydrogenolysis, which occurs through hydrogen-deficient intermediates [5]. 

 
Figure 1. Reaction barriers for the initial C-H, N-H and C-N bond dissociation of 

methylamine on Pt(111), based on the Cl-NEB calculations.  

 

[1] Leng, L. et al. Chemical Engineering Journal, 2020, 401, p. 126030 

[2] Matayeva, A. et al. Fuel, 2023, 335, p. 126981 

[3] Verkama, E. et al. Energy Fuels 2024, 38, 5, p. 4464–4479 

[4] Verkama, E. et al. Catalysis Science & Technology, 2024, 14, 431 

[5] Abdulrahman A et al. The Journal of Physical Chemistry C 2019 123 (9), p. 5421-5432 
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Comparative study of CO2 reduction of metal porphyrins
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CO2 reduction reaction (CO2RR) converts the carbon dioxide into value-added chemicals. The
CO2RR in aqueous solution has the disadvantage of being always in competition with the hy-
drogen evolution reaction (HER). Also the low reactivity of CO2 complicates the reaction.

Electro- and photocatalytic reduction using metal porphyrins (MP) as molecular catalysts is an
active field of study, both experimentally and computationally. One crucial question in CO2
reduction is the selectivity between CO and formate pathways. The formate pathway starts
with the protonation of the porphyrin, either at the metal site or on the porphyrin ring, while
the first step in the CO pathway is the formation of an MP – CO2 adduct.

In this work, a comparative study of CO2 reduction on metal porphyrins in aqueous environ-
ment for the first row transition metal from Fe to Zn using density functional theory is pre-
sented. We explore the key reaction steps, including the formation of a CO2–porphyrin adduct,
protonation of the adduct and the porphyrin, electron transfer to the porphyrin and the adduct.
We also compute the relative stabilities of the intermediates in the aqueous environment. In
addition, we explore the role explicit solvent molecules in the energetics of the pathways.

We find that the binding of CO2 onto the active site is weak for all metals. We do not find any
significant barrier for CO2 binding onto the metal center. The protonation of CO2 on the active
site is barrierless, while the latter protonation step from MP – COOH to CO and H2O has a low
barrier.

To compare the CO and formate pathways across the metal, the relative stabilities of the to
intermediate species, MP – H and MP – COOH, are compared by computing the pKa values at
different reduction states. We find that a singly reduced Co porphyrin may be protonated at
low pH, but in general, all the metal porphyrins need to be doubly reduced for protonation to
occur. Based on the pKa values, the formate pathway is favoured for Cu porphyrin over the CO
pathway.
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Design by Wilkinson in 1966, RhCl(PPh3)3, has been the paradigm of homogeneous catalysts 

in, among other processes, hydrogenation reactions[1]. It is well known its ability to 

oxidatively add H2 in these type of reactions, being the textbook example of a two-electron 

catalytic redox cycle[2]. 

 

Previous works by Timo Repo’s group[3] have studied the formation of the parent 

Rh(H)(PPh3)3 aided by Barton’s base (2), that has a direct application in the reverse water-gas 

shift reaction (rWGS), which is the formal reduction of CO2 to yield CO. 

 

 

 

 
 

Figure 1: Formal reduction of CO2 to give a masked “Rh-CO”. 

 

 

 

[1] Comprehensive Coordination Chemistry II, Eds: Jon A. McCleverty, Thomas J. Meyer, 

Pergamon, 2003. 

[2] The Organometallic Chemistry of the Transition Metals, Robert H. Crabtree, Wiley & Sons, 

Inc. 2014. 

[3] Perea-Buceta, J .E., Fernμndez, I., Heikkinen, S., Axenov, K., King, A. W. T., Niemi, T., 

Nieger, M., Leskelä, M., Repo, T.  Angew. Chem. Int. Ed. 2015, 54, 14321–14325 
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Ferroelectric perovskites such as BaTiO3, KNbO3, and PbTiO3 and various solid solutions 

based on them, such as Pb(TixZr1-x)O3 (PZT), are important functional materials in electrical 

engineering and related applications. In the pyroelectric effect, exhibited by all ferroelectrics, 

the spontaneous polarization of the polar material changes upon temperature fluctuation. This 

electric polarization is extractable as a current. Pyroelectrics are used in various sensor 

applications and other electronics, but the promise of turning heat fluctuation to electrical 

energy also shows potential for waste heat harvesting applications. Measurement of the 

pyroelectric effect is rather complicated experimentally, and computational tools could aid in 

the design of novel pyroelectrics by providing an accurate route to modelling and screening of 

the pyroelectric properties. 

 

Study of the finite-temperature phonon properties and finite-temperature atomic displacements 

is enabled by the self-consistent phonon calculation (SCPH) formalism implemented in the 

ALAMODE package developed by Tadano et. al. [1,2]. We have developed a computational 

methodology, based on density functional theory (DFT), SCPH, and Berry phase theory of 

polarization, to evaluate the primary pyroelectric coefficient of tetragonal-structured perovskite 

ferroelectrics at finite temperatures [3]. The total pyroelectric coefficient consists of two parts, 

primary and secondary, where the secondary effect is a piezoelectric contribution. The 

secondary part can be evaluated with quasi-harmonic approximation (QHA) combined with the 

calculation of elastic and piezoelectric constants. Results obtained for BaTiO3 show reasonable 

agreement with experimental values, indicating that the supercell-based methodology can 

further be used for known and hypothetical perovskite solid solutions. 

 

 
Figure 1: Pyroelectric coefficient of BaTiO3 at finite temperatures calculated with DFT [3]. 

 

[1] T. Tadano, Y. Gohda, and S. Tsuneyuki, J. Phys.: Condens. Matter 2014, 26, 225402. 

[2] T. Tadano and S. Tsuneyuki, Phys. Rev. B. 2015, 92, 054301. 

[3] K. Eklund and A.J. Karttunen, J. Phys. Chem. C 2023, 127, 21806. 
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Dynamic polarizabilities of photonic materials through 
Path Integral Monte Carlo analysis of  
Homogeneous Electron Gas model 
 
David Trejo-Garciaa, Tapio T. Rantalaa and Marco Ornigottib 
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Increasing use and development of metamaterials in photonic technologies necessitates 
aquate characterization, which in itself calls for a deeper understanding of the most basic 
interactions of components of these materials.  For this, ab initio methods provide exact re-
sults to the many-body problem of the electrons that determine the optical properties of these 
materials. In particular, the Path Integral Monte Carlo (PIMC) approach has proven to be a 
remarkable technique that has continuously shed light on the nature of matter, with applica-
tions ranging from the electron gas [1] to artificial graphene [2]. 

Of all electronic properties, polarizability is of special interest to photonics, for being the op-
tical response of a material.  However, even for simple systems, it is not extensively docu-
mented at finite temperatures. Remarkably, imaginary time data obtained from PIMC has 
been used to obtain static and dynamic polarizabilities at finite temperatures of simple atoms 
and molecules, while also allowing for individual observation of dipole, quadrupole and oc-
topole contributions [3, 4]. 

We intend to extend the reach of PIMC to dynamic polarizabilities of notable photonic mate-
rials at finite temperature. To do this, we have chosen the Homogeneous Electron Gas (HEG) or 
jellium as a the precursor to more complex systems. The HEG can be seen as model of simple 
metals, highly used for analyzing effects that occur because of electrons and their interactions 
[5]. Since Ceperley’s use of quantum Monte Carlo methods to determine the energy of the 
electron gas at different degrees of spin polarizability [6], Quantum Monte Carlo (QMC) 
methods such as PIMC have been tightly related to the study of this model. 

We present the dynamic polarizabilities of the dipole and quadrupole components of the HEG 
with densities of   rs = 2–5, which are common for most metals. To compare to the classical 
Drude model, we first omit the exchange interaction between electrons, to be introduced later 
on. This novel use of PIMC has the potential to lead to a better characterization of the dynamic 
polarizabilities of more complex materials. 
 

[1] E. W. Brown, B. K. Clark, J. L. DuBois, and D. M. Ceperley, Phys. Review Letters, 110, 146 405, 2013. 
[2] I. Kylänpää, F. Berardi, E. Räsänen, P. Garcı́a-González, C. A. Rozzi, and A. Rubio, New 

Journal of Physics, 18, 083 014, 2016. 
[3] J. Tiihonen, I. Kylänpää, and T. T. Rantala, Physical Review A, 91, 062 503, 2015. 
[4] J. Tiihonen, I. Kylänpää, and T. T. Rantala, J Chemical Theory and Comp.,14, 5750,  2018. 
[5] G. Giuliani and G. Vignale, Quantum theory of the electron liquid. Cambridge, UK ; New 

York: Cam- bridge University Press, 2005, 777. 
[6] D. M. Ceperley and B. J. Alder, Physical Review Letters, 45, 566, 1980. 
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Entropy and Gibbs free energy are fundamental thermodynamic properties that define the 

natural direction of chemical reactions. Computational values of these properties are 

particularly valuable in cases where the experimental values cannot be easily determined due 

to challenging conditions, including e.g. the fields of catalysis, combustion, atmospheric 

chemistry and astrochemistry [1,2]. The computational approach is based on the calculation of 

molecular energy levels, of which the vibrational ones have proved to be the greatest difficulty 

[3]. Usually, the vibrational contribution to the thermodynamic properties is obtained using the 

harmonic approximation (HA), which describes particularly poorly the low-frequency torsional 

vibrations. HA overestimates considerably the torsional potential energy barriers, preventing 

internal rotation from occurring [2]. These barriers are, however, easily overcome even at room 

temperature by quantum tunneling, resulting also in different conformations [4]. Therefore, 

torsional vibration is in most cases better described by hindered internal rotation [2-4]. 

 

In the present study, we reviewed the effect of hindered rotation and conformations in the 

entropy of gas phase compounds at MP2/def2-TZVPP level of theory. With HA, a fivefold 

increase in the mean absolute deviation of entropy was observed upon transition from rigid 

molecules (0.45 J/Kmol) to molecules with torsional degrees of freedom (2.24 J/Kmol). 

Addition of conformations resulted in a 25-fold increase (11.27 J/Kmol) compared to the rigid 

molecules. We tested both one and multidimensional approaches for hindered rotation, MFG 

(The Approximation of McClurg, Flagan and Goddard) and MS-T (The Multistructural Method 

with Torsional Anharmonicity), respectively [3,5-7]. MFG performed well for molecules with 

only one rotating bond (0.51 J/Kmol), as expected, but was found to overestimate the entropy 

for molecules with several rotating bonds (3.78 J/Kmol). For these molecules, more accurate 

results were obtained with MS-T (0.84 J/Kmol). Boltzmann weighted average was found 

necessary for molecules with conformations, as the inaccuracy of HA was cut in half by MS-

LH (The Multistructural Local Harmonic Approximation) (5.22 J/Kmol) [3,7]. However, a 

further significant improvement was observed when hindered rotation was treated with MS-T 

(2.18 J/Kmol). Based on the results of this study, hindered rotation and conformations cannot 

be overlooked when aiming for high thermodynamic accuracy.  

 

[1] M. Linnolahti, S. Collins. Dalton Trans. 2022, 51 (29), 11152–11162. 

[2] E. Dzib, G. Merino. WIREs Comput. Mol. Sci. 2022, 12 (3), e1583. 

[3] J. Zheng, D. G. Truhlar, J. Chem. Theory Comput. 2013, 9 (3), 1356–1367. 

[4] K. T. Hecht, D. M. Dennison. J. Chem. Phys. 1957, 26 (1), 31–47. 

[5] R. B. McClurg, R. C. Flagan, W. A. Goddard. J. Chem. Phys. 1997, 106 (16), 6675–6680. 

[6] W. Chen, P. Zhang, D. G. Truhlar, J. Zheng, X. Xu. J. Chem. Theory Comput. 2022, 

18 (12), 7671–7682. 

[7] W. Chen, J. Zheng, J. L. Bao, D. G. Truhlar, X. Xu. Comput. Phys. Commun. 2023, 288, 

108740. 
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The clustering of strongly bound acid and base molecules is crucial for the aerosol particle 

nucleation and early growth. Rigorous physical modelling of this process requires knowledge 

of component-wise thermodynamic equilibrium constants of molecular clustering into 

complexes. These properties are challenging to determine experimentally due to difficulties in 

separating individual component-wise clustering events. [1] Thus computational chemistry is 

typically employed to determine the free energy of clustering, ΔG: 

 

 
Where on the right E0 is the zero-point corrected electronic energy of clustering, N is the 

number of clustering molecules, and Q is the thermodynamic partition function. Previous 

computational studies have primarily focused on computing ΔE0 accurately and relying on 

simple perturbational corrections to Harmonic Oscillator for the ln Q component. [2] This 

approach has been shown to fare poorly when it comes to the 6(N-1) intermolecular 

vibrational modes present in all molecular complexes. [3] 

 

In the presented work we aim to calculale accurate ln Q contributions to ΔG for two model 

bimolecular complexes, by calculating the energy levels using a Hamiltonian (simplified 

presentation below) specifically tailed to model the intermolecular vibrations of bimolecular 

complexes. [4] Once this is done, we aim to find simple cost-effective approaches that can 

approximate these ln Q contributions, but this is future work at the time of writing. The two 

model bimolecular complexes used are NH3 + H2SO4 representing a strongly bound 

bimolecular complex and triplet state (CH3O)2 representing a weakly-bound bimolecular 

complex. Systems of the latter kind are important for determining product branching ratios in 

atmospheric peroxyl radical recombination (RO2 + RO2) reactions, so the information gained 

from this study is crucial for multiple problems in computational atmospheric chemistry. 

 
 

[1] A. Hansen, E. Vogt & H. Kjærgaard. Int. Rev. Phys. Chem. 2019, 38, 1, 115-148 

Math. Proc. Camb. Philos. Soc. 1928, 24, 111. 

[2] T. Kurtén, PhD thesis, University of Helsinki, 2007 

[3] L. Partanen, V. Hänninen & L. Halonen, J. Chem. Theory Comput., 2016 12, 11 5511-5524. 

[4] G. Brocks, A. van der Avoird, B.T. Sutcliffe & J. Tennyson, Mol. Phys. 1983, 50(5), 1025-

1043. 

[5] G. Hasan, et. al. J. Phys. Chem. A 2020, 124, 40, 8305-8320. 
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An algorithm based on the GIMIC method [1] for calculating orbital contributions to the ring 
currents induced in molecules by a magnetic field has been derived and implemented in 
GIMIC. By employing the modified GIMIC program, we  calculate the diatropic and paratropic 
contributions to the current density of molecular orbitals for a number of molecules 
characterized by different types of aromaticity. The calculated orbital contributions allow us to 
estimate the role of the HOMO, σ, and π orbitals in the formation of ring current. In particular, 
we show that for the studied antiaromatic molecules the HOMO gives the largest contribution 
to the ring current strength, which is not obtained for aromatic molecules that we investigated. 
We also show that the contribution from the σ orbitals increases when the molecular structure 
deviates from planarity. 
 
Additionally, the approach allows visualization of orbital current densities. Figure 1 shows the 
current densities of the π orbitals of benzene. 
 

 
Figure 1: The diatropic current densities for three π orbitals of benzene. 

 
 [1] J. Jusélius, D. Sundholm, J. Gauss, J. Chem. Phys., 2004, 121, 3952. 
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Induced current densities in porphyrin nanostructures 
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Magnetically induced current densities (MICD) of Zn-porphyrinoid nanostructures have 

been studied at the density functional theory (DFT) level using the B3LYP functional. The 

studied Zn-porphyrinoid naostructures consist of balls (two crossing porphyrinoid belts), 

tubes, rings and clam-shell like molecule. The Zn-porphyrin units are connected to each 

other via butadiyne linkers as in rings and a recently synthesized porphyrinoid cross-belt 

structure.[1-3] The studied nanotubes are constructed by connecting the neighbors via ethyne 

bridges at their meso carbon atoms.[4,5] A clam-like molecule has porphyrin units connected 

on one side via butadiyne linkers and on the other side they are fused. The MICDs are 

calculated using the gauge-including magnetically induced currents (GIMIC) method.[6,7] 

Current-density pathways and their strengths were determined by numerically integrating 

the MICD passing through selected planes that cut chemical bonds or molecular rings. The 

current-density calculations of the nanoballs and rings show that they are globally non-

aromatic but locally the individual porphyrin rings are aromatic but are 20% weaker than in 

a single Zn porphyrin, whereas oxidation leads to globally aromatic cations sustaining ring 

currents that are somewhat stronger than observed for a Zn porphyrin. Calculations of the 

current densities show that there is a paratropic ring current around the nanotubes. Fusing 

porphyrinoids as in the fully fused cross-belts and clam-shell molecules results in 

complicated current-density pathways that differ from the ones usually appearing in 

porphyrinoids. The neutral fused cross-belts molecule is antiaromatic, whereas its dication 

is non-aromatic. 

Figure 1: The magnetically induced current density in the nanoball and in a cross-belt porphyrinoid structure.  

References:  
1. Cremers J., Haver R., Rickhaus M., Gong J. Q., Favereau L., Peeks M. D., Claridge 

T. D. W., Herz L. M., Anderson H. L. J. Am. Chem. Soc. 2018, 140, 5352. 
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and clusters for coinage metals (M= Cu, Ag, Au) with L= thi-
olate, phosphine, and N-heterocyclic carbenes

Maryam Sabooni Asre Hazer,a Sami Malola,a and Hannu Häkkinen a,b
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Exploring the novel material synthesis demands a thorough understanding of the first mate-
rial interactions, their stable reaction products, and the binding motifs that define the final
nanostructure. This exploration faces the unique challenge of developing materials where their
properties and formation information are largely undiscovered. This study delves into sys-
tematically studying the binding properties of several ligands to group-11 metals (Au, Ag,
Cu), providing insight into the development and features of ligand-protected metal clusters.
Our findings, in particular, bring into question the dominance of gold (Au) in the formation
of stable complexes and clusters, introducing copper (Cu) as a potential choice for improv-
ing surface motifs or the overall architecture of these structures. All calculations in this work
have been done by using DFT as implemented in the real-space code-package GPAW (Grid-
based projector-augmented wave method) [1]. This work has revealed the importance of charge
transfer, metal characteristics, and the influence of d-bands in binding. Notably, our findings
provide light on the preference for phosphines to bind predominantly to Au in mixed metal
clusters, as well as the selective positioning of Cu at the metal-thiolate interface to improve
structural stability. Furthermore, despite having the weakest bond compared to others, silver
(Ag) prominently appears in preserving the structural and molecular composition of the end
products, offering a novel perspective on ligand selection to maximize stability. Our theoret-
ical models, validated against experimental data, demonstrate the high electronic stability of
these clusters, with notable variations in binding energy that underscore the superior efficacy of
NHCs over traditional stabilizers. This work not only broadens our understanding of the chem-
ical formation of nanoclusters but also advances the potential applications of these insights in
the rational design and synthesis of new materials.

[1] J. Enkovaara et al. J. Phys. Condens. Matter. 2010, 22, 253202.
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Effect of Water on the Electronic Structure and Otical Property 
of Inosine Mutant DNA Stabilized Silver Cluster

M. Khatun,a S. Malola,a and H. Häkkinen*a,b
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DNA-stabilized silver nanoclusters (DNA-AgNCs) are comprised with small  aggregate of
silver atoms and cations wrapped in one or multiple DNA strands. Herein, we are interested
to reveal the electronic structure of Inosine double mutant I7–I9 (5′-CACCTAICIA-3′), where
both guanosines were substituted at the position 7 and 9 of Ag16NC embedded with two 10-
base oligomers (5′-CACCTAGCGA-3′) containing two guanosines.[1] The starting structure
was prepared from the crystal structure and KS-states are generated with PBE, TPSS, PW91,
and GLLB-SC functionals.  Next,  optical  absorption spectra  was calculated with the PBE
kernel (LRTDDFT) in presenc of implicit solvent model to check performance of functionals
to reproduce the optical absorption spectra. None of the functionals were able to reproduce
the pattern of the experimental absorption spectra with prominent single peak in the lower
energy range. Then, we have implemented exclusive water molecules in the system at GLLB-
SC functional to generate KS-states and obtained obtained nearly accurate optical spectra
with the refernce of experimental data. The optical spectra splited in the lower energy range
in absence of exclusive water molecules. These water molecules exhibit hydrogen bonding
with the bases of AgNC, which inhibit to split the lower energy absorption peak. After that,
we analyze the origin of the low-energy optical absorption peaks and the electron orbitals and
make a evaluation on chirality.

Figure 1: Projected density of electronic states (PDOS) to atom orbitals of Ag,
Cl, base, phosphate, water and sugar groups of Inosine mutant AgNC.

[1] Gonzà lez-Rosell, A.; Cerretani, C.; Mastracco, P.; Vosch, T.; Copp, S. M. Structure and
Luminescence of DNA-Templated Silver Clusters. Nanoscale Adv. 2021, 3, 1230−1260. V. A.
Fock. Z. Phys. 1930, 61,126.
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Inclusion complexes with cyclodextrins are widely used in pharmaceuticals, drug delivery 
systems, cosmetics, and the food industries. In the case of biologically active molecules, 
encapsulation may result in improved chemical or pharmacological properties compared to the 
host molecule alone. Such inclusion may improve aqueous solubility, modify the drug delivery 
site or the time profile [1,2]. In the present study, host-guest complexes between β-cyclodelrin 
(β-CD) and selected anti-asthmatic drugs salbutamol (SAL) and tulobuterol (TUL) were 
investigated. Structural aspects of the complexation were investigated using standard B3LYP 
with the basis set 6-31+G(d,p) Density Functional Theory (DFT) calculations in both gas phase 
and water environment, for which the Polarizable Continuum Model (PCM) model was used. 
Two orientations of the incoming host molecules inside β-CD were considered to determine 
the lowest energy complex, namely the head (ring first) and tail (chain first) orientations. The 
calculations confirm that the head orientation is more favorable than the tail one by about  
8 kcal/mol for SAL and about 1 kcal/mol for TUL. The relative energies and geometric 
parameters of intermolecular hydrogen bonds for selected low-energy β-CD/SAL and  
β-CD/TUL complexes, in which non-covalent interactions have a key role, are presented.  
In addition, the calculated complexes allow estimating the interaction energy between the 
carrier molecule and the drug in question, as well as the geometrical parameters of the preferred 
complexes. In order to obtain workable results, it is additionally necessary to take into account 
the dispersion correction. Therefore, the relative energies and interaction energies were 
calculated with two different empirical Grimme corrections – D3 (B3LYP-D3) and D3BJ 
(B3LYP-D3BJ). 
 

 
Figure.1 Low-energy β-CD/SAL (a) and β-CD/TUL (b) complexes calculated by the  

B3LYP-D3 method with the basis set 6-31+G(d,p) in the gas phase 
 
[1] J. Wankar, N.G. Kotla, s. Gera, s. Rasala, A. Pandit, Y.A. Rochev, Adv. Funct. Mater., 2020, 
30, 1909049. 
[2] B. Tian, S. Hua, J. Liu, Carbohydr. Polym., 2020, 232, 115805. 
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Statistical analysis of X-ray spectra of aqueous triglycine 
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The folding of proteins is a complex and complicated question [1], affected by both 

intramolecular and intermolecular interactions. The process is ultimately dependent on the 

primary order of the amino acids and the surrounding solvent. While diffraction allows for 

atomistic structure determination of proteins, it requires a crystalline sample. Instead, owing to 

its localized mechanism, X-ray spectroscopy maintains its sensitivity to atomistic structure also 

in the liquid phase.  

A liquid system allows for the movement of relatively strongly interacting molecules, which 

leads to a broad distribution of possible configurations. These individual configurations have 

been computationally observed to have significantly different X-ray spectra, only their 

ensemble mean predicting the experimentally observed spectrum. Although X-ray 

spectroscopy does not permit full structural reconstruction, its principles allow for discovery 

of structural information, especially when combined with statistical analysis [2-4] of 

computational results. 

In this contribution, we present our ongoing statistical analysis of computational X-ray spectra 

of aqueous triglycine. Classical molecular dynamics was used to obtain the configuration 

distribution of the system. Then, X-ray absorption spectra were calculated with density 

functional theory.  

The main goal of our study [4] is to determine if X-ray spectroscopy could be used to gain new 

structural information of aqueous tripeptides. As the systems are complex, simple tools like 

linear correlations between the internal coordinates of the system and its X-ray absorption 

spectrum do not deliver satisfying results. We approach this problem by applying neural 

networks and a specialized dimensionality reduction method, as already done with a different 

system [3]. The results are compared to X-ray Raman scattering spectra of liquid triglycine at 

the nitrogen K edge. 

 

 

[1] K.A. Dill, J.L. MacCallum, Science  338, 1042 (2012). 

[2] J. Niskanen et al., Phys. Rev. E 96, 013319 (2017). 

[3] A. Vladyka et al., Phys. Chem. Chem. Phys. 25, 6707 (2023). 

[4] E. A. Eronen et al. J. Phys. Commun. 8 025001 (2024). 
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Two Sides of the Same Coin: Unified Theoretical Treatment of 

Polyelectrolyte Complexes in Solution and Layer-by-Layer Films 
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Polyelectrolyte coacervates, obtained by mixing solutions of oppositely charged poly-ions, and 

layer-by-layer films, produced by sequential adsorption of polyelectrolytes onto a surface, are 

two closely related types of soft materials. Although both types of materials are produced by 

the formation of polyelectrolyte complexes, their theoretical description has so far followed 

divergent paths. This work reports a unified theoretical treatment of polyelectrolyte 

complexation in solution and self-assembled thin films layer by layer using a molecular theory 

that describes polyelectrolyte complexation through the use of a chemical equilibrium 

formalism. It is shown that the theory predicts both the phase diagrams of polyelectrolyte 

mixtures in solution and the formation of layer-by-layer thin films in good agreement with 

experimental evidence. In the latter case, the theory correctly captures the effects of solution 

pH and ionic strength on the mass of deposited films, as well as the possibility of layer-by-

layer deposition without complete charge reversal at extreme pH. Then, the theory is used to 

revisit the "universal curve" for the effect of salt concentration on layer-by-layer deposition 

previously proposed experimentally by Salehi et al. [Macromolecules 2015, 48, 400–409]. This 

universal curve makes predictions about the growth rate of a layer-by-layer film for a given 

polyanion/polycation pair using only information obtained from a mixture of the same 

polyelectrolytes in solution, thus linking both phenomena. Our theoretical results confirm the 

validity of the curve. This achievement demonstrates the practical importance of describing 

polyelectrolyte coacervates and multilayer films within a unified theoretical framework. 

 

References: Salehi et.al. Macromolecules 2015, 48, 400-409 

 
Figure 1: Effect of salt concentration LBL deposition (lines) with experimental comparison 

(dots). G. Debais et. al. Macromolecules. 2022, 55, 12, 5263-5275. 
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Introduction
Quorum sensing (QS) is a mechanism of 
intercellular communication among bacteria. 
To quorum sense, a bacterium produces a 
small molecule that is only sensed by that 
individual bacterium to signal population 
density and governs the pathogenesis of 
numerous organisms by modulating gene 
expression [1]. In addition, QS is a major 
controller of biofilm formation of pathogenic 
bacteria. Thus, QS systems present appealing 
targets for a new class of antibacterial drugs 
and agents that can induce chemical 
attenuation of pathogenicity [2]. Natural 
products serve as a source of antibacterial 
agents which could be applied as QS 
inhibitors, and the templates for the 
development of synthetic pharmaceuticals 
[3]. However, the precise mechanism of QS 
is still not well understood.

Aim
The objective of this study is to identify 
antibacterial agents from natural products 
using virtual screening. Additionally, the 
study seeks natural products from plants to 
disrupt QS-associated SdiA protein, thereby 
attenuating its virulence. 

Method
Natural product database by MolPort was 
prepared with LigPrep. The binding site of 
SdiA protein was selected based on 
crystallized ligand. SdiA proteins, X-ray 
diffracted structures 4LFU (2.26 Å) and 
4Y17 (2.84 Å), were applied in molecular 
docking using Glide in SP and XP precisions 
[4]. Antibacterial agents form hydrogen 
bonds (with Ser43, Trp67 and Asp80) and π-
π-interactions (with Tyr71 and Phe59) in the 
binding site of SdiA.  The antibacterial 
activity of compounds was tested in vitro.

Results
The docking analysis will be applied for the 
determination of the best binding modes of 
antibacterial compounds. The binding site is 
small, and it prefers small (≤ 0.3 kDa) non-
rigid ligands. In Figure 1 is presented one 
natural compound in the binding pocket.

Conclusion
This study utilized computational tools to 
assess the antibacterial potential of 
established natural products against SdiA. 
Virtual screening is a rapid and economical 
tool for selecting ligands from large libraries 
of natural products. Natural products can 
bound SdiA’s binding site and form critical 
interactions with the binding site’s key 
residues. The possibility of these compounds 
to prevent QS will be studied further.

Figure 1: Natural compound (green) and 
crystallized ligand (black) bound in SdiA.
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[1] MJ Styles et al. ACS Infect Dis. 2020, 6:3092. 
[2] MA Rafiq al. Dose Response. 2022, 20:
[3] D Stan et al. Front Pharmacol. 2021 12:723233.
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Life-like patterns in electroferrofluids: An advective Swift-
Hohenberg model for driven complex fluids
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Electroferrofluids are complex fluids that respond to stimuli from both electric and magnetic
fields. Opposed to standard ferrofluids, that have recently been described by particle-based
simulations [1], in which pattern formation and instabilities of the assembly patterns are con-
trolled solely by a magnetic field, the additional responsivity to an electric field enables both
advanced control of the fluids and their patterns but also, as recently demonstrated by us exper-
imentally, a new type of patterning and active patterns [2,3]. Such novel patterning responses
are fundamentally interesting but also open possibilities in functional colloids with life-like,
active characteristics to create, e.g., optical, electrical, catalytic, and mechanical responses that
are not possible in thermodynamic equilibrium.

We here examine an advective Swift-Hohenberg model for pattern formation and pattern dy-
namics in an electroferrofluid where the magnetically induced patterns form at a non-classical,
diffuse interface. This diffuse interface is generated and controlled by the application of an elec-
tric field. The phenomenological model is matched against and demonstrated for our model ex-
perimental electroferrofluid. Our stochastically driven Swift-Hohenberg model captures both
the pattern geometry, as well as its active dynamics. Notably, the phenomenological model
shows striking similarities to the patterns observed in experiments. We analyse the patterns and
their dynamics, and extract a scaling response of the data. The work charts the extent to which
the simple stochastically driven model captures the active characteristics of the formed patterns
and enables interpreting the electroferrofluid response in our experiments. Furthermore, the
modeling unveils activity regimes beyond those observed in the experiments.

[1] A. Scacchi, C. Rigoni, M. Haataja, J. V. I. Timonen, and M. Sammalkorpi. A
Coarse-grained Model for Aqueous Two-phase Systems: Application to Ferrofluids.
https://arxiv.org/abs/2311.16906, 2024.
[2] T. Cherian, F. Sohrabi, C. Rigoni, O. Ikkala, and J. V. I. Timonen. Electroferrofluids with
nonequilibrium voltage-controlled magnetism, diffuse interfaces, and patterns. Sci. Adv. 2021,
7(52).
[3] F. Sohrabi, C. Rigoni, T. Cherian, O. Ikkala, and J. V. I. Timonen. Magnetically
tunable electrokinetic instability and structuring of non-equilibrium nanoparticle gradients.
https://arxiv.org/abs/2401.17956, 2024.
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Key to achieving biomolecule-based designer materials with advanced functionalities
is  controlling  their  assembly  and  interactions.  One  effective,  scalable,  environmentally
friendly, and readily available processing means of protein materials is solvent processing,
such as alcohol treatment. However, realizing the full potential of solvent processing requires
a molecular-level understanding of the effects of alcohol as a solvent additive on the proteins
and their interactions. We focus here on spidroins which are the main proteins of spider silk,
an exceptional biomaterial with a unique set of properties.  

By combining molecular dynamics simulations and experimental characterization, we
chart here the effects of ethanol treatment on the aggregation state and secondary structure of
a model spidroin system. We determine the role of amino acid sequence and generalize the
findings to other intrinsically disordered proteins, revealing common features of the response.
The  results  show  that  ethanol  significantly  enhances  protein-protein  interactions  which
increase  secondary  structure  ordering.  Glutamine  residues  provide  the  driving  force  for
structure  change while  glycine  provides  the  necessary  protein  segment  flexibility  for  the
changes [1]. The significance of the work is that we demonstrate that systematic molecular-
level  computational  and  experimental  characterization  can  be  used  to  derive  bottom-up
principles for biomaterial properties design via solution conditions, with ethanol treatment as
an example. 

Figure 1: Molecular visualization of the effect of ethanol on a spidroin model.

[1] Tolmachev,  D.;  Malkamäki,  M.;  Linder,  M. B.;  Sammalkorpi,  M. Biomacromolecules
2023, 24, 12, p. 5638–5653.
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Electrophoretic Mobility in Aqueous Environments
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Many charged macromolecules, including polyelectrolytes (PEs) such as DNA can be approximated by rigid
charged rods. In aqueous solutions, rodlike charged macromolecules are surrounded by their counterions and
often also by excess salt. Salt is a common means to control the effective charge of the molecules and their
electrophoretic mobility (EM), as well as their interactions. This is important for controlling self-assembly and
structural properties of PE assemblies. Experiments and theory have demonstrated that multivalent ions can induce
correlations that result in an effective charge reversal of a PE, and consequently an attractive interaction between
like-charged PEs. Similarly, reversal of the direction of EM motion under an external field has been observed for
strongly charged macromolecules in the presence of multivalent counterions.

We consider here, by means of coarse-grained molecular dynamics simulations, the effects of ion size, shape, and
charge on PE interactions. To gain a better understanding on the interactions between highly-charged PE rods
in the presence of ions of different kinds, we have mapped the ion-size [1], aspect ratio [2], valency [2] and salt
concentration [1, 3] dependence of the ion distributions and PE interactions at room temperature. Anisotropic
ions induce an unexpected ion-valency and shape-anisotropy-dependent orientational ordering in the ion double
layer. The response affects ion condensation on the PE, PE charge reversal, and PE-PE interactions. Our
findings demonstrate that by considering the shape and steric effects alongside concentration and valency, one
can systematically tune the type (attraction vs repulsion), range, and strength of the PE-PE interactions.

In addition, the effects of coion valency on EM reversal have not yet been systematically investigated. To this end,
we address the effect of coion valency on the EM of a single rigid DNA-like PE [4]. We find that also the coion
valency plays a crucially important role in determining the EM and its reversal. Previously it was assumed that
the counterion valency is the key factor in EM. We find a non-monotonic dependence of the EM on salt and coion
valency for PE solutions where the counterions are monovalent (no correlations induced by them). When salt with
multivalent coions is added to such a system, the EM at low salt concentration is enhanced with increasing coion
valency. However, for high salt concentration, close to 1 M, coions induce EM reversal which becomes more
pronounced with increasing coion valency.

In summary, our work provides comprehensive guidelines for regulating PE self-assembly, as well as controlling
polymer transport in aqueous solutions by salt and the nature of the salt ions.

References:
[1] H. Vahid, A. Scacchi, X. Yang, T. Ala-Nissila, and M. Sammalkorpi, “Modified Poisson–Boltzmann theory
for polyelectrolytes in monovalent salt solutions with finite-size ions", The Journal of Chemical Physics 156 (21),
214906 (2022). https://doi.org/10.1063/5.0092273

[2] H. Vahid, A. Scacchi, M. Sammalkorpi, and T. Ala-Nissila, “Interactions between Rigid Polyelectrolytes
Mediated by Ordering and Orientation of Multivalent Nonspherical Ions in Salt Solutions", Physical Review
Letters 130 (15), 158202 (2023). https://doi.org/10.1103/PhysRevLett.130.158202

[3] X. Yang, A. Scacchi, H. Vahid, M. Sammalkorpi, and T. Ala-Nissila. “Interaction between two
polyelectrolytes in monovalent aqueous salt solutions", Physical Chemistry Chemical Physics 24 (35), 21112
(2022). https://doi.org/10.1039/D2CP02066A

[4] H. Vahid, A. Scacchi, M. Sammalkorpi, and T. Ala-Nissila, “Nonmonotonic electrophoretic mobility of
rodlike polyelectrolytes by multivalent coions in added salt", Physical Review E 109 (1), 014501 (2024).
https://doi.org/10.1103/PhysRevE.109.014501
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Cryo electron microscopy (cryo-EM) has revolutionized the field of protein structure 

determination [1]. High resolution cryo-EM structures of membrane proteins are routinely 

determined providing deep mechanistic insights fueling design of novel protein scaffolds and 

drug discovery. However, the resolution may not be high enough to resolve the position of 

hydrogen atoms in a protein structure, which puts restrictions on our understanding of the 

chemical nature of the environment and therefore the function of the protein [2]. Here, we will 

discuss how conventional atomistic molecular dynamics (MD) simulations of large membrane 

proteins with many titratable sites in different charged states can help in identifying the 

protonation states of amino acids [3,4]. Comparison of MD simulation data with cryo-EM 

structures and density maps can provide detailed insights on the charge states of amino acids 

in the cryo-EM sample. We show that an approach of combining pKa prediction with cryo-EM 

density map analysis can help in improved atomic modeling of density data [4]. 

 

 

 

 

 

 

[1] Kühlbrandt W. The resolution revolution. Science. 2014, 343, 1443. 

 

[2] Djurabekova A, Lasham J, Zdorevskyi O, Zickermann V, Sharma V. Long-range electron 

proton coupling in respiratory complex I—insights from molecular simulations of the 

quinone chamber and antiporter-like subunits. Biochemical Journal. 2024, 481, 499. 

 

[3] Lee Y, Haapanen O, Altmeyer A, Kühlbrandt W, Sharma V, Zickermann V. Ion transfer 

mechanisms in Mrp-type antiporters from high resolution cryoEM and molecular dynamics 

simulations. Nature Communications. 2022, 13, 6091. 

 

[4] Lasham J, Djurabekova A, Zickermann V, Vonck J, Sharma V. Role of Protonation States 

in the Stability of Molecular Dynamics Simulations of High-Resolution Membrane Protein 

Structures. The Journal of Physical Chemistry B. 2024, 128, 2304. 
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Infrared spectra can routinely be modelled at the level of the harmonic approximation using 

standard Quantum Chemistry software. However, including the anharmonic effects is not 

straightforward. We have used the DeepMD package [1] to develop machine learning models 

that accurately predict the infrared spectrum of molecules based on molecular dynamics 

simulations. The method of calculating the infrared spectrum is based on the autocorrelation 

function of the time derivative of the dipole moment. An MD simulation is run at a 

semiempirical level to create starting molecular structures. To train our model, we performed 

single-point calculations at the MP2 level of for selected molecular structures. The calculated 

energies, forces and dipole moments are then used to train the neural network. The trained 

models are used in further molecular dynamics simulations to yield the time evolution of the 

dipole moment. The infrared spectrum is then modelled through a Fourier transformation of 

the autocorrelation function of the time derivative of the dipole moment [2]. 

 

 

 

 

 

[1] H. Wang, L. Zhang, J. Han, and W. E. Computer Physics Communications, 2018, 228, 178.  

[2] L. D. M. Peters, J. Kussman and C. Ochsenfeld, Journal of Chemical Theory and 

Computation, 2017, 13, 5479. 
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Post-transition metals are selective catalysts for electrochemical CO2 conversion toward 

formate production [1-2]. Investigating how catalyst sites evolve under varying reaction 

conditions is crucial since it directly impacts catalyst stability. In this study, SnO2 nanoparticles 

were computationally generated using a Machine Learning interatomic potential, specifically 

the Gaussian Approximation Potential (GAP) [3-6], adjusted with the experimental synthesis 

data. Additionally, we investigated the thermodynamic stability of various sizes under high-

temperature annealing to model the reconstruction of the SnO2 nanoparticles under the 

reduction process. 

 

 
 

Figure 1: Scheme of explicit simulation of SnO2 reconstruction under reduction process.  

 

[1] S. Zhao, S. Li, T. Guo, S. Zhang, J. Wang, Y. Wu, Y. Chen, Nano‑Micro Lett. 2019, 11-62  

[2] M. F. Philips, D. Pavesi, T. Wissink, M. C. Figueiredo, G-J. M. Gruter, Marc T. M. Koper, 
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Machine learning interatomic potentials for ion intercalations in 
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Among the most abundant technologies today are lithium ion batteries in which the cathode is
typically  a complex oxide,  whereas the anode is  made of graphite  or other carbon-based
materials. However, lithium is a scarce resource on the Earth’s crust and very difficult to
recycle,  which  limits  the  future  scalability  of  battery  technologies.  To  overcome  these
limitations, we substitute Li by other ions (Na, K, Mg, Al, Zn). While Li ions intercalate in
graphite, other ions don’t. One possibilities to solve this issue is to use nanoporous carbon-
based materials as electrodes. Gaining atomic-scale insight into these systems thus requires
sophisticated atomistic modeling tools.

Trained from density functional theory (DFT) data, machine learning interatomic potentials
reproduce ab initio accuracy and give access to systems much larger than DFT. We model ion
intercalation  in  nanoporous  carbon-based  materials  within  the  Gaussian  approximation
potential (GAP) [1] framework coupled to Monte Carlo simulations in the grand-canonical
ensemble. Proof of concept is illustrated in Figure 1. Sodium and zinc ions don’t intercalate
in graphite whereas they do intercalate in nanoporous carbon (NPC) materials. Even more
spectacular, dimensional change of Zn ions in NPC is smaller than Li ions in NPC. 

Figure 1: Ion intercalations in graphite (left) and in nanoporous carbon (right), lithium in
yellow, sodium in green and zinc in grey.

[1] A. Bartók et al., Phys. Rev. Lett. 104, 136403 (2010).
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Bimetallic alloy catalysts for syngas conversion: a machine-
learning survey

T. Kiljunen,a V. Korpelin,a H. Ibrahim,a and K. Honkala a

a Nanoscience Center, Department of Chemistry, University of Jyväskylä
e-mail: toni.k.kiljunen@jyu.fi

Conversion of synthesis gas (CO+H2) into higher value products generally benefits from the
variety of structural detail supported by the catalytic interface. We use a DFT-based machine-
learning method to discover bimetallic alloy compositions for a stepped, FCC(211) surface
model with different Co, Ni, or Fe dilutions with Cu. Upon exposure to CO and H, a segrega-
tion of surface Co/Ni/Fe is found to be thermodynamically feasible, and the preferred surface
structure depends heavily on the alloy metal and the strength of the metal–reagent bond. Sur-
face Co exists as large domains separated from Cu, Ni becomes more evenly distributed in
larger extent mixed with Cu, and Fe exists as singe-atom centres that form Fe(CO)3-groups.
Figure 1 shows a sample collection of 1:1 alloys for adsorption of 6 CO molecules and a 1:35
FeCu alloy for adsorption of 6 dissociated H2 molecules.

Figure 1: Alloy surface structures with adsorbed CO or H for a) CuCo, b) CuNi, and c) CuFe
catalyst models as obtained by the machine-learning method ICEBEACON [1,2]. The sim-
ulation cell contains 12 on-top surface sites on the four-layer surface slab model. The DFT
evaluations were made by the GPAW program.

[1] S. Kaappa, C. Larsen, and K. W. Jacobsen, Phys. Rev. Lett. 2021, 127, 166001.
[2] S. Kaappa, E. Garijo del Río, and K. W. Jacobsen, Phys. Rev. B 2021, 103, 174114.
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