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Chapter 1

Relativistic coordinate
transformations

In this Chapter we will discuss which linear coordinate transformations are possible between refer-
ence frames moving uniformly with respect to each other. We will focus in particular on Galilean
and Lorentz transformations and will address the way reference frames are constructed using Ein-
stein synchronization of clocks. Some familiar physical consequences of Lorentz transformations
are discussed and the important concept of proper time is introduced.

1.1 Galilean symmetry

Let us start out by specifying a coordinate system for measuring particles in space and time. To
measure spatial position we choose three orthogonal coordinate axes. This assumes that any
observer can physically construct a linear space with a standard Euclidean inner product (we
will later relax this assumption). The position of objects with respect to the origin O can be
determined by marking off distances along the axes with a unit measuring rod of length 1, i.e.
on the x-axis the value = represents = times the length of our measuring rod. This procedure
assigns to every point in space the triple (z,y, z). The distance L between two points (,y, 2)
and (z’,y'2’) is then given by the familiar Euclidean distance

DP=@-aP+@y-y)>’+(z-2)

Figure 1.1: Euclidean coordinate system
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Then we can assign to each such a point a time value t as well. The time at each point is
measured by a local clock at that point which is synchronized with a clock in the origin O. We
will later wonder in Section 1.3 how such a synchronization can be achieved, but it should already
be kept in mind that this is an important conceptual issue since whether the laws of physics
attain a simple form in our coordinates or not depends on our choice of clock synchronization.
However, let us assume that we succeeded In this way an object at a certain position in the
spatial coordinate frame is assigned a time coordinate as well. We denote such a space-time
point by (¢, x,y, z). Given the coordinate system we can talk about the motion of objects, where
a motion is defined to be a one-dimensional curve in our coordinate system parametrized by ¢,
i.e. change of position with time. Let us for simplicity assume that this object is a point particle.
Then its motion is described by a trajectory

x(t) = ((t), y(t), 2(1))-
The velocity v(t) of the particle is defined to be the time-derivative of its position, i.e.

_dx . dx dy dz

v(t) = S0 = (S0, 20, T )

Figure 1.2: Velocity vector is tangent to the path of the particle

This vector is always tangent to the trajectory (see figure). Now that we can describe motion we
can study physical processes, such as the motion of colliding billiard balls, the motion of planets
in the Solar system etc.

There exists a special kind of reference frames, which are called inertial frames. Such frames
are defined by the property that they are homogenous in space and time as well as isotropic.
This means that any experiment carried out in them (such as letting two billiard balls collide)
gives the same physical result independent of the position and orientation of the experimental
apparatus as well of the time at which the experiment is carried out. It is an experimental fact
that in such frames isolated objects, i.e. objects which do not interact with other objects, move
at constant velocity, i.e v is time-independent and the motion represents a straight line (any
simpler motion is hardly imaginable). Inertial frames have the property that any frame moving
at constant velocity with respect to them is another inertial frame. The question which physical
systems actually do form inertial frames in practice is addressed in Chapter 2. It is, however, easy
to find non-inertial frames. For instance, an observer who is at rest with respect to a rotating
disc will find that the motion of a billiard ball after it is released from an initial state at rest is
dependent on the position on the disc from which it is released. This reference frame therefore
violates the requirement of spatial homogeneity.

Let us assume that our reference frame is an inertial frame. Since in our frame we can describe
motion we can, in particular, describe motion of other observers. Let us therefore consider
two observes O; and Os. Observers O; uses coordinates (1,21, Y1, 21) and observer Oy uses
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coordinates (t2,22,¥2,22). The coordinate systems are chosen such that the systems coincide
at time t; = 0 as measured by Oy, with their spatial coordinate axes parallel. Let us further
assume that the system 2 moves with constant velocity along the z;-axis of system 1 (see figure
1.3).

|

?

irs o
r iz

Figure 1.3: Relative motion of the coordinate frames

Constant velocity implies dv/dt = 0 and we have

dx dxq

v(tl)i :(Thv

7d7t1 0,0):('U,0,0):V

where v is a constant and v a constant vector. Therefore the position of observer Oy (who is
assumed to be in the origin of his coordinate system) as measured in system O is given by

x(t1) = (vt1,0,0)

or x1(t1) = vt1, and the space-time coordinate of this point is given by (¢1,vt1,0,0). Observer
O> has its own coordinate system in which time and position are measured. A space-time point
in this system is denoted (2, X2, Yo, 22) and in particular the origin is given by (¢5,0,0,0). It
now only remains to relate the time coordinates of both reference frames.

In Newtonian mechanics it is now assumed that there exists a universal clock that any observer
at any spatial point can read instantaneously. Therefore any local clock at any position in the
reference frame of any observer can be synchronized! with the universal clock displaying time
t. If we do this then all relatively moving clocks display the same universal time which Newton
denoted as absolute time. Let us assume that this concept is correct, then we canset t; =t = ¢
for our two observers. Then we see (see figure) that if observer O measures a particle at position
X2(t) then at the same time t observer O; measures a particle at position x;(f) = x2(t) + vt
or equivalently

%
no
—
~~
~

I

x1(t) — vt.

N

Figure 1.4: Relation between positions in different frames

LIf one starts to think of ways of synchronizing a local clock with universal time in practice, one realizes that
the existence of absolute time is not obvious at all.
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More precisely, since we assume t; = to, the transformation from space-time coordinates
(t1, 21,91, 21) to (t2,T2,¥2, 22) is given by

to = 01
To = X1 —vit (1.1)
Y2 = WU
29 = 2

This transformation is known as the Galilean transformation. The Galilean transformations form
what is mathematically known as a group. To illustrate this we forget the y and z coordinates
for a moment as they are unchanged anyway. The (¢, z) coordinates in Eq.(1.1) then transform

as follows
(Z)(mlilqm)(_lv ?)(;)M@(;) (1.2)

where we defined the matrix
A(w) = ( by > (1.3)

—v

This matrix has a number of obvious properties. First of all

A(O)_<(1) ?>_1 (1.4)

is the unit matrix. This simply means that if the relative velocity of both systems is zero then
then all coordinates are identical. Secondly

AN (v) = ( o ) — A(~v) (15)

This means that transforming back from coordinates (to,x2) to (t1, 1) is the same transfor-
mation with minus the relative velocity. In other words, if O, moves with respect to O; with
relative velocity v, then O; moves with respect to Oy at relative velocity —v. A further property

IS
Alve)A(vy) = ( Lo ) ( Lo > _ ( L0 ) — Afvi+w)  (L6)

—vy 1 —vp 1 —vy —v2 1

This equation tells us that if system Oy moves with relative velocity vy respect to Oy and if
system O3 moves with relative velocity v, with respect to Os then system O3 moves with relative
velocity v3 = w1 + v2 with respect to O;. We therefore find the following formula for addition
of velocities

V3 = U1 + V3.

So, summarizing, we find that the Galilean transformations satisfy the properties

A(0) = 1 (1.7)
A7 () = A(-v) (1.8)
A(vs) = A(v2)A(vr) (1.9)

(where in Newtonian mechanics v = vy + v3). Properties (1.7)-(1.9) are properties of what
mathematicians call a group. A group G is defined to be a set of elements with a multiplication
- such that
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1. If g1 € G and g2 € G then g; - g2 € G with the associativity property (g1 - g2) - g5 =
g1 (92 93)

2. There is a unit element 1 € G with the property 1-g=g-1forallge G

3. For any g € G there is an inverse g~ € G with the property g- g7 ! =g 1-g=1

It is clear that the set of Galilean transformations G = {A(v)|v € R} satisfies all these axioms
and therefore represents a group. There is a close relation between group structure and symmetry,
since all operations that leave a symmetric object invariant (such as rotations and mirrorings)
form a group. We may therefore refer to the set of Galilean transformations as the Galilean
symmetry group.

1.2 Beyond Galilean symmetry
The coordinate transformation (1.1) was derived assuming that observers moving relative to

each other measure the same time. We now want to relax this condition. We again consider
simply motion in one spatial dimension and look for the most general transformation

(2)=20(2)

that satisfies the properties (1.7), (1.8) and (1.9) and where v is the velocity of system Os with
respect to O1. Apart from these plausible properties we only make the assumption that space is
isotropic, which means that there is no preferred direction in space. The matrix A(v) is of the

general form
_ [ a(v) b(v)
a0= (560 ) )

where a(v),b(v), c(v) and d(v) are functions of the velocity that we need to determine. From
(a0 bO)) (1 0
A(0) = ( c0) do) )=\ o 1

1=A(W)A " (v) = A(v)A(—v) (1.10)

it follows by taking the determinant that
1 =det(A(v)A(—v)) = D(v)D(—v) (1.11)
where we defined D(v) = det(A(v)). Since we assumed that there is no preferred direction in

space we must have that D(v) = D(—v) (i.e. the scalar D(v) does not distinguish between
different directions of relative motion) and therefore

which implies that D(v) = +£1. However, since D(0) = 1 we must have that D(v) = 1. Property
(1.8) tell us that

en=(43 40 )=t (400 )=
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where D(v) = a(v)d(v) — b(v)c(v) is the determinant of A(v). Since we already showed that
D(v) =1 we find that

a(—v) = d(v) (1.12)
b(—v) = —b(v) (1.13)
c(—v) = —c(v) (1.14)

We now use the fact that the origin o = 0 of system Oy has with respect to O; the position

r1 = vty, i.e.
()=o)

0=c(v)t1 +d(v)vty

This yields the equation

for all t;. This implies that
c(v) = —vd(v) (1.15)

which in turn, together with Eq.(1.14), implies that
vd(—v) = ¢(—v) = —c(v) = vd(v)

and therefore d(v) = d(—v). From Eq.(1.12) we then see that a(v) = d(v) and, together with
Eq.(1.15), we obtain

= (2, )
where a(v) = a(—v) and b(v) = —b(—v). Since D(v) =1 we also know that

1 = D(v) = a*(v) +va(v)b(v)

and we therefore find that

1—a?(v)
va(v)

b(v) = (1.17)

We have therefore reduced the problem to the determination of the unknown function a(v). To
find a(v) we use the final condition (1.9) which tells us that

Alvs) = ( ) o) ) Au2) A(wr)
(

L o

—vza(vs) v3)
= (ol ) (s )
a(v1)a(vs) —via(vi)b(va)  a(v2)b(v1) + a(v1)b(vo) 1.18
( ) (118)

—(v1 +v2)a(vi)a(v2)  a(vi)a(v2) — v2a(va)b(v1)

Since the diagonal elements of A(v3) are identical it follows that
—vy a(v1)b(ve) = —vg a(va)b(vr)

or equivalently
b(’Ul) _ b(’Ug)
via(vy)  voa(ve)
which must be true for all possible choices of v; and vy. This can only be true when
b(v)

va(v)

= K = constant.
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In combination with Eq.(1.17) this immediately yields

1 —a?(v) +1
- VK - . 1.19
v2a2(v) = o) V1+ K2 ( )
However, since a(0) = 1 we must have
a(v) = L
V14 Kv?
and consequently
Kv
b(v) = Kva(v) = ———.
) =Hva) = g
The matrix of Eq.(1.16) therefore attains the form
1 1 Kvo
AWw) = —— . 1.20
0= (4, ) (1.20)

This is the final result of our derivation. It is clear that for K = 0 we recover the Galilean
transformation (1.3). However, for K # 0 we obtain a new more general transformation in
which both space and time coordinates are mixed:
¢ L 1 Kuh) (1.21)
= v .
? V1+ Kv? ! !
1

T e v

Nothing has been assumed about the sign of K but the transformation (1.20) is qualitatively
different for K > 0 and K < 0. Let us investigate this a bit further. Since the constant K has
the dimension [1 /velocity?] we can write

zy = (1.22)

1
with ¢ > 0 having the dimension of velocity. Let us first consider the case K = 1/c?, i.e. we
take K to be positive. Then Egs.(1.21) and (1.22) become

1 v
ty = ———(t1+ 6*2331)

V1t %

1

(2, —vt).
2
Ji+ s

By defining 71 = ct; and 7 = cty we can write these equations as
2 _ bt (1 G
L2 /1 + %2 - T

- (500 wo)(5)-me(n) e

This equation defines the rotation matrix B(¢) dependent on the angle ¢ determined from
tan(¢) = v/c or equivalently

ol

¢ = arctan(%). (1.24)
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Redefining similarly 75 = ct3 we have from Eq.(1.9) that

s = senmon = 508 W0 ) (Sh) e )

cos(¢1 + ¢2)  sin(¢1 + ¢2) )
= ; =B 1.2
(Sheal) i) ) =B e (129)
where we defined the angles ¢; = arctan(v;/c) for i = 1,2,3. We thus find that

vs _ tan(¢p) +tan(p) L+ 2
- = tan(¢1 + ¢2) = 1—tan(¢y) tan(¢) 1 — %32

or equivalently

V1 + V2
U3 = 1 — wvz (126)
o2

This gives a rather unphysical formula for the addition of velocities. In particular, v3 diverges
for v1vy — ¢ and changes sign for v1vy > c2. In any case it is in disagreement with experiment
and we consider the case K > 0 as physically unacceptable. Let us therefore turn to the case
that K = —1/c? such that K < 0. Then Egs.(1.21) and (1.22) become

1 v
tr = ——— (t1 — - =1) (1.27)
1-% ¢
1
Ty = 72(.%1 7’[)251). (128)
-

This transformation is known as the Lorentz transformation. We note that these equations
make only sense when |v| < ¢ and hence assume this condition to be satisfied. By defining again
71 = ct; and T3 = cty we can write

T2 o 1 1 —% T1
) 1_% 7% 1 I

(o ) (2)-we () om

where we defined the angle ¢ by
tanh(¢) = 2.
(&

From Eq.(1.9) we have again that
_ _ cosh(¢e)  —sinh(¢o) cosh(¢1)  —sinh(¢y)
B(¢s) = B(¢2)B(¢1) = ( —Sil’lh((;g) cosh(qSS ) ( —sinh(qlbl) cosh(qu )
cosh(¢1 + ¢2)  —sinh(d1 + ¢2) |
( fsinh(ggl + ;)2) cosh(¢11+ ¢2§ ) = B(¢1 + ¢2) (1.30)
where we defined the angles ¢; = arctanh(v;/c) for i = 1,2,3. We thus find that

U3 tanh(¢1) + tanh(¢s) vy v
- = t h = — _C c
c anh(¢1 + ¢2) 1 +tanh(¢;) tanh(¢s) 14 “32

We thus obtain the following addition theorem for velocities:

V1 + Vg
= . 1.31
V3 1+ ”232 ( )
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An important difference with respect to the case of positive K is that the Lorentz transformations
only make sense when |v| < ¢. Therefore the relative velocity of two physical systems can not
be larger than ¢. What, however, happens if we add velocities according to Eq.(1.31) 7 If we
let v9 = 4c we find

v £c

ngli%:ic.

So by adding velocities vy, v3 with |v1|, |v2] < ¢ we can never attain a value larger than ¢. There-
fore ¢ appears as a maximum attainable velocity. It turns out that nature is indeed well-described
by a theory of this kind. In electromagnetism the velocity ¢ is the velocity at which electromag-
netic waves propagate in empty space. Since visible light is nothing but an electromagnetic wave
(leaving out quantum theory for the moment) we may refer to ¢ as the 'light speed’. However,
this speed is not particular to light but also other fundamental forces than electromagnetism
have force carriers that move at the same speed. The strong force is, for instance, mediated
by a gluon field moving at 'light speed’, and also gravity waves are moving at light speed. One
thing that is immediately clear from Eqs. (1.27) and (1.28) is that light speed is universal for all
observers. If for one observer a signal moves at speed ¢, i.e. x; = ct1, then (1.27) and (1.28)
tell us that

—_

v
ty = ——— (t; — —t
2 (t1 Cl)

xe = ————(c—v)t;. (1.32)

1=z

and therefore also xo = cty. So all observers moving with respect to each other at constant
velocity find the speed of the signal to be equal to c¢. In particular, there is no reference
frame where the signal has zero velocity. A reference frame in which a given object has zero
velocity is called the rest frame of the object. In electromagnetism we may therefore say that
an electromagnetic wave has no rest frame.

1.3 Clock synchronization and the Lorentz transforma-
tion

The possibility of an universal speed ¢ was an very interesting conclusion in our derivation in
the previous Section. However, this conclusion was based on an, at first sight, rather innocent
assumption in the derivation. The presumption was the existence of a well-defined space-time
coordinate system (¢, z,y, z) for a given observer in which we can assign a unique well-defined
time to every spatial point. This assumption is, for instance, used when we say that the events
(t,z1,y1,21) and (¢, x2,ys, 22) are simultaneous events that happen at the same time ¢ at differ-
ent spatial positions in our reference system. How do we know that this is true? To answer this
question we must have an experimental way to verify simultaneity of distant events, otherwise
the statement has no physical meaning. But what do we mean by simultaneity?

After some thought we come to the conclusion that this a matter of definition, but that some
definitions are more useful than others. Let us start with a simple example. We consider an
observer Ed 2 on Earth with a clock that registers local time tg. This observer receives radio
signals from various spacecrafts in the Solar System. A spacecraft orbiting Saturn at spatial
coordinates (s, ys, zs) records a local event (for instance it took a picture of a comet hitting

2In general we will use different letters A,B,C,D,V,W etc. to denote different observers. However, sometimes
to be more concrete and personal we will give names to these letters such as Alice, Bob, Charlotte, Dilbert, Viivi,
Wagner etc.
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Saturns atmosphere) and sends out a radio signal with information that is received by Ed at
tg =15:00. Five minutes later at tg =15:05 he receives a second radio signal from another
spacecraft orbiting Mars at coordinates (a7, yar, 2as) containing information on another local
event. How should Ed give a time coordinate to these two events? He could simply decide
to label the events by (15:00,zg,ys, zs) and (15:05, xar, yar, 2as). In this way Ed can assign
unique coordinates (tg, z,y, z) to any event in the Solar System and in this way build a space-
time coordinate system. He can then define that two events at different spatial positions are
simultaneous if they have the same ¢g coordinate. Although this is a well-defined prescription
for building a space-time frame it is not very useful in practice. First of all, we realize that the
simultaneity of two events in this way depends on the spatial location of the arbitrarily chosen
origin (in our case the Earth) with respect to the events. Secondly, if the laws of physics are
expressed in these space-time coordinates they attain a very complicated form. Even simple
uniform motion becomes involved in these coordinates (try it yourself). We therefore do not
prefer to use Ed's coordinate system. Which is then the preferred definition of simultaneity in
which the laws of physics attain its simplest form?

This was discussed very clearly in Einstein's original work [1] and we will closely follow his presen-
tation. The procedure that we will describe is commonly known as the Einstein synchronization
of clocks. The spatial structure of our reference system can be set up without problem using
standard measuring rods as described in the beginning of Section 1.1 (the underlying assumption
is physical existence of Euclidean space). We restrict ourselves to reference frames in which light
moves along straight lines (such reference frames are called inertial frames and will be discussed
in much more detail in the next Chapter). Since the shape of the path is a purely spatial concept
this requirement can be checked without the need to consider clocks. Let us therefore consider
the more involved temporal structure next. We, for simplicity, consider one spatial dimension. It
is clear how to measure time exactly for a local observer A (Alice) at a point x4 in the coordinate
system. We can simply read off a given clock that is placed at rest at position 5. An observer
B (Bob) can do the same with a local clock placed at position 2. We have therefore an "A
time" and a "B time". The question is then how A and B can agree on a common definition
of time. In other words, how can they properly synchronize® their clocks? This is solved by
an operational definition which has therefore a direct experimental physical realization. Let us
send a light signal from a point x4 to point g and let the light signal be reflected back at xp
towards x4, i.e.

\

" a

7 .o__—__—_—_»{\/ ‘“—)Q @ 1\13
X C 5

@ " ‘
k/\

Figure 1.5: Einstein synchronization of clocks

If the signal is sent and returned in za at times ¢5 and t, and received in point xp at local
time tg we define clocks at x5 and zp to be synchronized when

th —tg =tp —ta
or equivalently when

1
@:#m+%)

30f course, "synchronous" is just a fancy way of saying "same time", synchronization is therefore just an
agreement on what is meant by simultaneity.
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So observer B can adjust his clock such that this relation is satisfied. More concretely, if Alice
sends and receives the signal at the times 11:58 and 12:02 on her local clock and Bob receives
the signal on his local clock at 12:01 then Bob concludes that his clock was running ahead by
one minute and adjusts it such that the reception of the signal on his newly synchronized clock
happened at 12:00 #. After this synchronization procedure has been carried out Alice and Bob
agree by definition that an event that happened at ¢4 in 2o and another event that happened
at tg in o are to be called simultaneous whenever t5 = tg.

Let us again summarize the procedure. If an observer O at the origin of the reference system
places a mirror at position P at a certain distance from the origin and sends out a light signal
at local time t; that is reflected back from the mirror and received back at local time ¢; then
the local time tp on the clock at P where the light is reflected at the mirror is defined to be

1
tp = §(f0+t1). (133)

Two events at two different spatial points P and @ in the reference frame are called simulta-
neous when tp = tg. Now that we have a frame of local synchronized clocks as well as an
Euclidean spatial frame we can talk about motion. In particular, if we repeat Alice and Bob's
synchronization procedure for different position in our reference frame we find that rag is the
distance between A and B we find every time that

TAB

c= ——
tg —ta

is the same universal constant which we call light speed®. We can therefore, instead of using
measuring sticks, also use light to define distances in our coordinate frame. If an observer O in
the origin (x = 0) of the reference system sends out a light signal at time to which is received
by a local observer P at time tp then the distance of P from the origin is then given by

Irp = C(tp - to). (134)

(more precisely we can define a coordinate zp = +c(tp — to) at a distance |zp| removed from
the origin dependent on whether P lies on the positive or negative x-axis). In this way observer
O can construct experimentally the whole space-time coordinate system (¢p, xp) for all points P
only using clocks and light sources. An object is then defined to move at uniform speed v with
respect to this reference system whenever v = (zp — zq)/(tp — tq) is the same constant for
all positions zp and zq that the object passes. We find for our Einstein-synchronized reference
frame that isolated material bodies that do not interact with other bodies move according to
the simple law
X =Xg+ vt

where ¢ is the time displayed by a local Einstein-synchronized clock at position x for a constant
velocity vector v. Any other synchronization scheme (for an extensive discussion see [3] ) will
lead to less simple laws. As a final remark we note that our synchronization applies also to the
Newtonian limit by taking the limit ¢ — oo in which case distant clocks are trivially synchronized
by infinite speed signals.

With these premises we can now derive the Lorentz transformation the standard way [2] in which
the basic postulate is the universality of the speed of light independent of the state of motion
of the light source. More specifically the assumptions are

4Bob is two light minutes away from Alice. If Alice were on Earth then Bob could roughly be at the orbit of
planet Venus around the Sun.

5This property was tested in the famous Michelson and Morley experiment which aimed to find out if the
motion of the Earth has any influence on the light speed.
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1. Once Einstein synchronization has been performed in any inertial frame, the linear space-
time coordinate transformations between any two frames have to be symmetric and de-
pendent on the relative velocity of the two frames alone.

2. In any frame, once Einstein synchronization has been performed, the velocity of light is
equal to ¢ along any path, independent of the state of motion of the emitting body.

The first requirement is equivalent to condition (1.8) of the previous Section. The second
requirement is an experimentally well verified fact. We consider again two systems O; and O-
that use coordinates (¢,z) and (¢',2") constructed using Einstein synchronization as described
above. Let O, move at uniform relative speed v with respect to O1. We further assume that
the origins of both coordinate systems coincide at x =t = 0 and 2’ = ¢’ = 0. Then, according
to assumption 2 in these coordinate systems the identities

x—ct = 0 (1.35)
—ct =0 (1.36)

are valid. The space-time points that satisfy (1.35) must at the same time satisfy (1.36). Since
we look for a linear relation between the coordinate systems this is generally true whenever

¥ —ct' =Xz —ct) (1.37)

where )\ is a constant, since the vanishing of either side of the equation implies the vanishing
of the other side. A completely analogous reasoning applies to light signals that move in the
negative direction along the z-axis. We therefore have also

¥ +ct' =p(x+ct). (1.38)

If we add and subtract Egs.(1.37) and (1.38) and define
1 1
a=5A+p)  b=5(-n)

we find

' = azx—bet (1.39)
ct’ = act—bzx. (1.40)

It remains to find the constants a and b. For the origin of Oy we have 2’ = 0 and therefore from

Eq.(1.39) it follows that

bet
r=—.
a

Since system Oy moves with velocity v with respect to O; the position of the origin of Oy is

given by x = vt and therefore
bc
v=—.
a

Then b = av/c and Egs.(1.39) and (1.40) become

¥ = a(z—ot) (1.41)
¥ = a(t—i—f). 1.42)

Let us now consider all events that happen at time t = 0 in system O;. Then those events

happen at position

2 =azx
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in system Os. In particular the points 2/ = 1 and 2’ = 0 are separated by a distance

Ay =-—

a

as viewed by O;. Let us now make the similar snapshot but now viewed from system O,. We
take all events that happen at time ¢’ = 0 in system O. Then Eq.(1.42) tells us that t = va/c?
which inserted into Eq.(1.41) yields

’U2

!/
' =ax(l - —
(1-%)
In particular the points = 1 and & = 0 are separated by a distance

1)2

Ay =a(l——
2 ( 2 )
as viewed by O>. Now we invoke assumption 1 that coordinate frames that move uniformly with
respect to each other are completely equivalent for the description of physical phenomena. We

must therefore have that A; = A, and hence

) 1 +1
o' =— = a=

2
v v2
2 ik
2

We see, however, from Eqgs.(1.41) and (1.42) that for v = 0 we must have a = 1 and therefore
the negative solution is excluded. We then obtain

, T — vt
€T = —_—
v2
T2

_ vz

t/ _ c2
2
1-%

which is exactly the Lorentz transformation that we derived before. The theory that Einstein
developed on the basis of these coordinate transformations has become famous as the Special
theory of Relativity. In the following Sections we explore some of its consequences.

1.4 Lorentz symmetry and its consequences

So far we considered only motion in one spatial dimension. However, nothing essential changes
by going to three spatial dimensions.

boo ) clirne \S - /i 2 X
{ 2\
[ ol
AL | = 3
S Yowle
o O‘ oS g
> Z9 A “ - 7Y,
N 2 1 '
p
o
o
(52' \\‘\‘_‘\ //; (.:02‘ (e ;’lr)
Vi >l T~
v a ~
Vs,

Figure 1.6: Relative motion of coordinate frames
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It is clear from the symmetry of the motion that we considered that an event that happens at
the x1-axis in system O; happens on the xs-axis in system Os. It can not be mapped outside
the x5-axis due to the rotational symmetry around the common z-axes, as this would break the
symmetry, i.e.

(tl,ﬁCl,0,0) — (tg,l‘g,0,0) (143)

However, the choice of the origin in the planes x; = 0 and x5 = 0 is completely arbitrary as
there is no preferred origin. We might have chosen an alternative coordinate system for O;
where

Ty = I1
/

Yi = Y1+
/

z1 = z1t+ 20

and similarly for system O, and conclude Eq. (1.43) as well in our primed coordinate systems.
However, in our original coordinate system this amounts to

(t1, 21,90, 20) — (t2, T2, Y0, 20) (1.44)

i.e. y1 = y2 and z; = z5. The generalization of the Lorentz transformation to three spatial
dimensions is therefore given by

t2 tl
Xro €Tq
=A
Y2 (U) U1
z9 Z1
where
¥y =& 00
—yv 0 0
Alv) = g g Lo (1.45)
0 0 0 1
and we defined )
(1.46)

7:7
v2
V=

From Eq.(1.45) we can deduce the transformation law for velocities. Let a particle trajectory in
systems O; and O3 by given by

xi(t1)) = (z1(t1),v1(t1), z1(t1))
xa(t1) = (z2(t2),y2(t2), 22(f2))

The velocities of the particles is then given by

Xm dXQ
== d ty) = —=(t
w (t1) i (t1) and u(t2) i (t2)
Since
v
xTo = ’y(tl — gﬂ?l)
Y2 = U1

Z2 = 21
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it follows that

P d:p27<dt1vdx1>7<l
o dtg dtg 02 dtg

. = o _dwdt - dy
i dty  dty dts Y dty

vy, — G2_dndn o dn
o dty  dt; dts # dty

Since, by the inverse Lorentz transformation
v
t1 = y(t2 + 87$2)

it follows that
dtl (1 + v )
& —Us o
dtg v 62 2

Collecting our results we therefore obtain after some rewriting

u u2,x+v
1,x =
’ 1+C%’LL2’X
2,1
w2\ 1
U u (1-%)2
1 = 2
sy 7y1+cl2u2x
2.1
2\ 1
N Gt
1,z — 2,z
> ’1+C%u2,x
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(1.47)

(1.48)

(1.49)

For the special case that usy = us, = 0 we recover Eq.(1.31) that we derived before. Taking
the limit ¢ — oo gives the familiar Newtonian limit. Let us now deduce a number of well-known
consequences of the Lorentz transformation. For simplicity we again consider motion in one

spatial dimension. From Egs.(1.27) and (1.28) we see that

v
fc2t§ + w% = fny(ctl — ;xl)z + 72(351 - vt1)2

2772 21,2 v? 2 2,2 2

= == )tl_(l_cﬁ)xl] = —ct] + 2]

The equation
—c?t? + 2® = constant

represents a hyperbola in the (ct, z)-plane.

(1.50)

Figure 1.7: Hyperbola in the (ct, x)-plane. Note that it is convention to take the time axis to

be the vertical axis.
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We therefore see that a Lorentz transformation maps a point on a hyperbola to a point on the
same hyperbola. In the Fig.1.7 we have drawn the hyperbola for ¢?t2 — 2% = £1. It is convenient
to denote 7 = ct such that the Lorentz transformation attains the form

v

T2 = ’Y(Tl — Escl) (151)
v

Ty = ’Y(Sclfgﬁ) (1.52)

The set of points that occur at equal time 7 = K = constant in system O correspond according
to (1.51) to the set of lines

K
T = El‘l + — (153)
c 0

in the (71, x1)-plane. Similarly the set of space-time points at equal position zo = K = constant
in system Os is according to (1.52) given by the lines

K
T = Exl — Ef (154)
v vy

Figure 1.8: Relation between coordinates

The points (1o = 0, z3) represent the x5-axis of system Oy and the points (75, 22 = 0) represent
the 7o axis of this system. The coordinates of a space-time point (7 p,z1,p) in the (7, z1)-
plane can thus be transformed to coordinates (72 p, 22, p) in system Oy by parallel projection
along the lines 75 = constant and x5 = constant. However, the length scale on the Os-axes
is not the same as that of the O;-axes. The unit point (72, 22) = (0,1) lies on the hyperbola
78 — 22 = —1 (see Eq.(1.50)) whereas the unit point (72,22) = (1,0) lies on the hyperbola
72 — 22 = 1. We thus have
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>
4
»”(V |
7 X 4= 4
l\l’\: |
Figure 1.9: Intersecting hyperbolas
where the intersection of the hyperbola 72 — 22 = —1 with the x5-axis 7 = vy /c corresponds

to the unit on the zo-axis. One can check that the tangent to the hyperbola in this point has
slope ¢/v and is parallel to the 7o-axis. Similarly the intersection of hyperbola 72 — 22 = 1 with
the m-axis 71 = cx1 /v yields the unit point on the 75-axis. The tangent to the hyperbola in this
point has slope v/c and is parallel to the zo-axis.

A number of interesting facts can be read off this diagram:

1. The axes o = 1 and x5 = 0 intersect the x-axis at equal time 71 = 0 in system O; at a
distance less than one, i.e. the length of a measuring rod at rest in O seems smaller in
system O;. Let us check this explicitly. If the end points of a rod at rest in Oz are 3 4
and zy p then at equal time t; = ¢ in Oy

o4 = y(r1,4—0t)
rop = (w1, —vt)

Subtraction of these two equations then gives

v
Zo.A— 2B =7Y(@1,4—21,B) = |T1,4— 1Bl =14/1— cj‘x2,A — 29 B| < |2,4 — X2.B

This phenomenon is known as Lorentz contraction.

2. We see from figure 1.9 that a clock at rest in system Oy which records a value one, records
a value larger than one as seen from system Oq, i.e. with respect to O; the moving clock
in system Oy runs slower. Let us again check this explicitly. The points (72, 22) = (0,0)
and (72, 22) = (1,0) correspond to (71,21) = (0,0) and

(2)=( 1) ()-(4)

Clearly the time elapse between the two space-time points in O is v whereas it is 1 in O4
and v > 1. From the figure we see that reciprocally a similar time dilatation is observed
from system O- that sees the clocks in system O; run slower.

—ole
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A different kind of dilatation is observed when system O; receives a periodic signal of light
flashes emitted from system Os. In terms of a space-time diagram the situation is as follows.

\
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Figure 1.10: Description of the Doppler-effect

System O3 emits a light signal in 25 = 0 at time 73 . The space-time coordinates of this point

in system O; are
T1,A = T2,A _ Y T2,A
T1,A 0 SYT2.A

The light signal as observed in O; takes time At; o = x1,4/c to travel from the point z1 A to
the origin of system Oy, i.e.

Qe =
ol

v
AT A =cAtip =214 = E’YTz,A-

The light signal will therefore be received on the 71-axis at time point

—_
+
Qle

v v
T A =TILA +ATIA =7T2 A+ S T2A = (1 + E)TZ,A = T1,A

—_
|
ale

Subsequently a light signal is emitted a time 7 g in system O,. Exactly the same calculation
as before applies to point B in the space-time diagram. So we have

—
+
ole

T1,B —T1,A’ = (T2,B - Tz,A)

—
|
ol

or

—
+
ol

tipr —tiar = (t2,B — t2,A) (1.55)

—
|
ole

So, depending on whether v is positive or negative, the time difference between the arrival of
the signals is longer or shorter in O; than the time-difference between the emissions in Os. The
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frequency of arrival of the signals is then vy = 1/(t1 g’ —t1, a’) whereas the frequency of emission
is vo = 1/(t2,B — t2,a) which according to (1.55) yields

1—
1+

Qle

vy =

V2 (1.56)

Qle

This is the formula for the Doppler-shift. For v > 0 we have v; < vy and system O observes a
redshift whereas for v < 0 we have v; > v, and we observe a blueshift.
We finally discuss the issue of clock synchronization and simultaneity using the following example
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",i/\- (5"/ * "
o)
Figure 1.11: Relativity of simultaneity
Two clocks A and B are positioned at points 214 = —x15 (see figure). At time 71 = 0

both clocks simultaneously (in system O;) emit a light signal towards the origin of system O;
(containing for instance a photographic image of the face of the clock). Both signals are received
in the origin at time 7 o when observer O; looks at the images of both clocks and is happy to
see that they record both the same time and are properly synchronized. Now from the viewpoint
of Oz the light signals arrived at the same time 72 o in the origin of Oy but they were, however,
not emitted at the same time. The signal from clock B left at a time 7 g before the time 75 A
at which the signal from clock A left. For Oy the light emissions from clocks A and B were
not simultaneous. Since the readings of both clocks by O; was the same, observer O, therefore
concludes that clocks A and B were not properly synchronized.

1.5 World lines and proper time

In the previous Section we of drew the trajectories of light signals in a space-time diagram. In
general we can draw the trajectory of a particle that moves with a non-uniform velocity. This is
called a world line.
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Figure 1.12: World line and its approximation with linear segments.

Since the particle can never move faster than ¢ there is a limit on the slope of the tangent to
the world line. We must have that
dT1 C

- = 1
d:cl ’U(tl) =

So the slope of the tangent to a world line must always be larger than 1. The next issue we want
to address is what the reading of the local time is on a clock traveling with the particle. Since
the motion is not linear we will first approximate the curve with linear segments and take the
limit of infinitesimal segments at the end (see Fig. 1.12). In fact, the segmentation is not just a
mathematical procedure but rather close to the true physical situation since it is experimentally
very hard to measure a continuous curve. In practice the observer measures the position of the
particle at a few points and registers the local time at these positions, such that we have a table
of points (t;,2;). A linear interpolation between these points then produces the segmented
world line of Fig. 1.12.

We saw in Eq.(1.50) that a Lorentz transformation maps points on a hyperbola to the same
hyperbola. A similar relation is true for the difference of the coordinates of two space-time events
A and B:

—A(tia —t18)* + (21,4 —218)° = —*(taa —t28)° + (22,4 — 22.8)° (1.57)

where (1 a,21,4) is the space-time event A in system O and (2 a,22,4) is the same space-
time event in system O, and similarly for event B. This equation follows immediately from the
linearity of the Lorentz transformation, i.e. if for x = (7, )

xoa = A[)xia

X27B = A(U)XLB

then also x2 o —x2 5 = A(v)(x1,A —x1,8) and Eq. (1.57) can be derived exactly as in Eq.(1.50).
If we denote

Aty = tia—tiB
Axy = x3A—2T1B
and similarly in system Os we can write Eq.(1.57) as
—? At + Ax? = —2 AL+ Azl

Let these differences describe events on the segmented world line of the particle. We take the
case that system O, travels with the particle such that Axzy = 0 in this reference frame. We
can then write

—c2 A2 + Aa? = —c2 A2
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or equivalently

1 Al‘l 2

If we make the space-time differences very small then

A.’El dxl
— =~ —(t1) = v(t
A S ) =)

is approximately the instantaneous velocity of the particle at time ¢; as observed in system O;.
In system O, in which the particle is approximately at rest, a time difference

t 2
Atg ~ 1-— U( ;) Atl
C

has elapsed between the space-time events. This equation becomes exact when we write

dtz - ’U(tl)2
ol == (1.58)

Integrating this equation then gives

ta(t) — ta(to) = /t: dt, W

The left hand side of this equation describes the time elapsed on a clock that travels with the
particle between space-time points (¢, z(¢)) and (to, zo) as observed by O;. This time is usually
referred to as the proper time of the particle and is usually denoted by 7 (not to be confused
with 7 = ct used earlier). So we have

7(t) = 7(to) + /tt dty (/1 — ”(E;P (1.59)

As is physically clear the proper time is a relativistic invariant independent of the frame used to
evaluate Eq.(1.59), i.e.

) = () = /t:dtl 1—12<d“>2

C dtl
¢ 1 dl’g 2
= dis ([1— = | —= | =7(t')—71(t 1.60
[ aey1- 2 (G2) =t (1.60)

as explained in the diagram
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Figure 1.13: Proper time on a world line

where we drew the world line (ct1(7), z1(7)) parametrized by the proper time as viewed in two
different systems Oy and Os.

It is clear that the analysis can be directly generalized to the case of three spatial dimensions.
In that case the Lorentz invariant distance between space-time points is given by

—C2(t1_’A — tLB)2 + (z1.4 — {ELB)Q + (y1,4 — yLB)2 + (z1,4 — z1’3)2 = constant  (1.61)

This constant is usually denoted by (As)? in analogy with the usual Euclidean squared distance,
despite the fact that it can be negative®. We therefore can write

(As)? = —2(A1)? + (Az)? + (Ay)? + (Az)? (1.62)
Very commonly an infinitesimal version of this expression is used, i.e.
ds® = —c*dt? + da® + dy® + dz? (1.63)

which is especially useful for transformations to general coordinates, such as a spherical co-
ordinate system. For light signals we always have that ds? = 0 while motions of material
points are characterized by ds? < 0. We can now repeat the derivation of the one-dimensional
example. If (¢(7),x(7),y(7),2(7)) is the world line of a particle as observed in an inertial
frame and if dr is the increase in proper time between the space-time points (¢,,y,z) and
(t+ dt,x + dz,y + dy, z + dz) then we have

—c?dr? = —cdt? + da® + dy* + d2? (1.64)

rorto= fon-a )+ () ()
) tdtl - 1.65
' \/T (1.65)

6In that case As would be imaginary. However, in practice we only need the square of the element so we
never need to deal with imaginary numbers.

and hence
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Since the integrand in this equation is always smaller or equal to one we have for any space-time
path that
(1) = lto) < t—to (1.66)

Therefore the time passed on the local clock traveling with the particle is always smaller than the
clock in the inertial frame. Therefore, when the traveling observer returns to the origin of the
inertial frame and compares clocks he will find that his clock has recorded a smaller time interval.
The discrepancy is real and has been verified experimentally. The reason for the difference is
that the moving observer has not been moving at uniform speed. After all he had to slow down
and return. The accelerations that were caused by this change in speed have caused the slow
down of the moving clock as compared the clock in the inertial frame. More discussions on clock
rates in non-inertial frames can be found in the next Chapter.
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Chapter 2

Reference frames and
coordinate invariance

Inertial frames are defined as frames in which the physical laws are invariant under rigid space
and time translations as well as the orientation of the coordinate axes. We discuss Newton's law
of gravitation as an example of a physical law and show how it transforms to different reference
frames. We discuss the practical and conceptual difficulties with the special status of inertial
frames. As an example we consider a rotating system described both using Newtonian mechanics
and special relativity. Finally, we discuss the arbitrariness in defining space-time frames and the
physical meaning of particle trajectories.

2.1 Inertial frames

In the previous Chapter we discussed the possible linear coordinate transformations compatible
with a certain group structure and used them to describe the motion of objects without con-
sideration of the forces that cause this motion. What is left, of course, is a description of how
forces change the motion of bodies. This obviously involves a description of the reason for the
change of motion as formulated in a physical law. Newton discovered the basic laws of classical
mechanics as well as the law that describes the motion of bodies under the influence of their
gravitational attraction. He also realized that these mechanical laws attain a simple form but
only in certain privileged reference frames. These reference frames are called inertial frames and
they are characterized by the property that they treat space and time homogeneously as well as
space isotropically. This means, more specifically, that in such frames the mechanical laws (or
more generally all physical laws) are invariant under translations in space and time as well as
under rotation of the coordinate axes. Let us discuss this in more detail with an example.

We go back to Newtonian mechanics and consider in a given coordinate system O a number
of N masses m;,i = 1... N at positions given by the vectors x;(t). Then Newton states that
there exists a class of reference frames such that in these frames motion of the masses m; under
the influence of each others gravitational forces is given by the differential equation

where G is the gravitational constant and F; is the force on mass m;. Eq.(2.1) represents
a set of second order differential equations that needs to be solved with the initial conditions

x;(to) = X;,0 and dx;(to)/dt = v; 0. For three particles we, for instance, have

25
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Figure 2.1: Three interacting masses

Consider now the following three operations:

x;(t) = x;(t + to) (22)
x;(t) = xi(t) + %o (2.3)
x;(t) = Rx;(t) (2.4)

where R in the last equation is a time-independent rotation matrix and ¢y and x( are an arbitrary
time and position. It is an easy exercise to check that Eq.(2.1) is invariant under these three
transformations such that after each of these transformations it attains the form

&*x! 3 x;(t) —x;(t)
m; 21 (If) = —GZmlmjﬁ (25)
@ 2" (6 = 0]

We therefore see that the class of reference frames for which Eq.(2.1) is valid treats this physical
law in a way that is homogeneous in space and time, as well as isotropic in space. As mentioned
above, such reference frames are called inertial frames. The next question is then how to
identify an inertial frame in practice. Let us first start by showing that a reference frame moving
at uniform velocity with respect to a given inertial frame is another inertial frame.

Consider a second observer O’ moving with respect to O at constant velocity v. If the coordinate
axes of O and O’ are parallel and coincide at ¢t = 0 then the coordinates in O and O’ are related
by the Galilean transformation

x = x—-vt

t =t

It is immediately clear from this transformation that difference vectors are invariant under this
transformation, i.e.
x| —xhb=(x1 —vt)— (x1 —Vvt) =x; — X3

and furthermore

d*>x’  d? d*x

el ﬁ(x—vt) =
These equations imply that with respect to system O’ Newton's equations (2.1) again attain
the form of Eq.(2.5). It is therefore clear that the new frame is again an inertial frame. Since
Newton's equations have, after the Galilean transformation, exactly the same form as Eq.(2.1)
we say say that the equations are Galilean invariant. This means physically that if observer
O’ puts the masses m; at the same initial positions and gives them the same initial velocities
as observer O, i.e. x(tg) = x;,0 and dx}(ty)/dt = v, o the solutions will clearly be identical.
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In other words if O and O’ perform the same experiment the outcomes will be the same and
therefore observers O and O’ are physically equivalent. In the derivation of this result the form
of the interactions on the right hand side of Eq.(2.1) does not play any role. What is important,
however, is that the interactions only depends on the difference vectors x; — x; and respect
isotropy. More generally we can instead of Eq.(2.1) write

dQXi oV

where

N
V(xi,...,xny) = Z%‘j(xz‘ - X;)
i>j
is a potential only dependent on the difference vectors x; — x; (it also does not need to be a
sum of two-body potentials v;; as above, but this is the most common physical situation). The

choice a
mim,
v (r) = —#
then gives back Eq.(2.1). We can say that Eq.(2.6) is Galilean invariant. There is, however, no
invariance of Eq.(2.1) or (2.6) under more general transformations. Suppose now that system
O’ differs from O by a combination of a time-dependent translation and rotation, i.e. instead
of the Galilean transformation we have

where R(t) is a time-dependent rotation matrix and r(t) a time-dependent translation vector.
Then

dx  dR(t)_, dx’ dr
T X(t)—’—R(t)E—'_E
d*x d>x’ dR(t) dx'  d*R(t) , d*r
e - PO g e <O e

With these equations it is clear how the left hand side of Eq.(2.6) transforms. Let us assume
that the potential V' only depends on the lengths |x; — x;| of the difference vectors (as is the
case for gravity) then it is not difficult to see that

oV oV
T % (X1,...,XN) = *R(t)@(xﬁa s Xy)

7

We therefore find that

mi{ d*x!; +oR-1(H) dR(t) dx; R d’R(t) )+ R d2r}

e dt dt ez i e

ov / /
—o (%1, xy) (2.7)

ox

!
(3
This equation has a much more complicated form than Eq.(2.6). It is clear that the new
coordinate frame is not invariant anymore under the transformations (2.2)-(2.4) and therefore
does not represent an inertial frame. The homogeneity in time is is violated as a consequence
of the presence of the explicitly time-dependent rotation matrices R(¢) and the explicit time-
dependence of the translation vector r(¢). The homogeneity in space is violated by the third
term on the left hand side of Eq.(2.7) which is linear in x’(t). Finally, isotropy is violated by
the last term on the left hand side. The simple form Eq.(2.1) or Eq.(2.6) seems only to apply
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in the privileged inertial frames which, by definition, respect isotropy and homogeneity of space
and time. In particular, in such frames we have that when V' = 0, that

dQXZ'
(TR
or
Xl(t) = Xi,O —|— Vit.

Therefore in such coordinate systems objects on which no forces act move along straight lines.
Note that this is a more a feature of the presence of the second time derivative in Newton's law
rather than the isotropy and homogeneity of space and time. For example, if we would have
changed the second derivative on the right hand side of Eq.(2.1) to a third derivative then the
equations of motion would still have been invariant under space and time translations as well as
under rotations. Moreover, in that case the equations of motion would still be invariant under
Galilean transformations (in fact, they would even be invariant under transformations to linearly
accelerated frames). However, free motions are in that case not given by straight lines. We
mention it here, since one often defines inertial frames as frames in which free motion is given
by straight lines. However, the more fundamental property of inertial frames is the isotropy and
homogeneity of space and time in such frames.

Let us finally address a particularly useful transformation between inertial frames. This is the
transformation to the center-of-mass frame. Let us consider a set of N masses m; which interact
which each other (but not with any outside forces). Their motion is described with respect to
some inertial frame by the equations

N

d?x;
mjﬁ = ;ij(xj - Xp) (2.8)

where F;, is the force on mass m; by another mass m;,. Here we do not care about the precise
nature of these forces. The masses may interact by gravitational forces, or be connected by
springs or interact in some other way. We only assume that the forces are such that F;;, = —Fy,;
and that the force F 5, only depends on the vector x; —x;, and respects the isotropy of space (i.e.
transforms appropriately under the transformation Eq.(2.4)). Then we introduce the center-of-
mass vector X by

| N
X = > myx; (2.9)
J
where M = mq + ...+ my is the sum of all masses. Then it follows that
PX N X
, y
since the last sum runs over all pairs of masses and F;, = —F;. The center-of-mass X(t)

therefore moves with constant velocity with respect to our inertial frame. The system that
moves with the center of mass is therefore also an inertial frame. If we therefore define the new
coordinates
!
x; =x; - X (2.11)

then we are performing a Galilean transformation and Eq.(2.8) attains the same form

ma‘ﬁ = Fi(x, —xj) (2.12)
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in the new coordinates. In the new system we have the useful relation

N
Zm] ij ):ijxijX:O (2.13)
J
This ends our introductory discussion of inertial frames. The concept of inertial frame introduces

both a practical and a theoretical problem. Let us start with the practical problem in the next
section. After that we discuss the more conceptual problem.

2.2 How to choose an inertial frame?

How do we choose an inertial frame in practice? The Earth is not an inertial frame since it
rotates around its axis and is in accelerated motion with respect to the Sun. We find, however,
experimentally that to a very good approximation any reference frame that moves at constant
velocity with respect to the stars that can seen from Earth (and does not rotate with respect
to them) forms an inertial frame. This is, in particular, true for the center-of-mass of the Solar
System?. Indeed, in this reference frame the motions of the planets and other bodies in the Solar
System are described to a very high accuracy by Eq.(2.1) The accurate description of celestial
mechanics was one of the impressive successes of the Newton's theory of gravitation.

However, even accelerated reference frames may locally be regarded as inertial frames. Such
inertial frames are formed by the frame of a test particle (which means that it has negligible
mass) moving freely in a gravitational field. Let us, as an example, consider a small group of
N asteroids orbiting the Sun (see Fig. 2.2) as described in the inertial frame attached to the
center of mass of the Solar System.

Figure 2.2: A group of small masses orbiting the center of mass of the Solar System.

If we let the mass and the position of the Sun in this reference system be M and X and those
of the asteroids (with much smaller masses) be m; and x; then the equation of motion of the
asteroids is given by

dzxj
M

-G Z U — Xk (2.14)

GMmj
| —xz3
k#j

— X|3

Let us now define the center of mass of the asteroids to be

1 N
= — Z ijj (215)
[t

INewton writes in his Principia that "The common center of gravity of the Earth, the Sun, and all planets is
immovable." He referred to this center of mass as "the center of the system of the world" and assumed it to be
at rest with respect to absolute space. This center of mass is located just inside or outside the surface of the Sun
and its motion relative to the Sun is mainly determined by the positions of the large planets Jupiter and Saturn.
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where 1 = mq + ...+ my is the total mass of the asteroids. This mass center satisfies the
equation of motion

N

PR &x; Yox-X
J

We now define the coordinates x; = x; — R which describe the position of the asteroids with
respect to their center of mass. Then in these coordinates we have

d’R x +R-X
=-GM _ 2.17
/U’dtg G ij| /+R X‘S ( )
*x; PR x; +R-X x’
Now we assume that
|x'7| < R =X] (2.19)

i.e. we assume that the asteroids in the small group are much closer to their common center of
mass than to the Sun. In that case we can neglect x/; compared to R — X in the first terms
on the right hand sides of Egs. (2.17) and (2.18). We further have that |X| < |R| due to the
very large mass of the Sun such that we can write R &~ R — X and simplify the equations a bit
further?. We these approximations we then obtain

’R R
— =-GM—= 2.20
dt? \R|3 (2.20)
d2x; ) —xk

M = GkZ#]m L X P (2.21)

We see that in the frame attached to the center of mass R(t) the asteroids follow the same
gravitational law as in an inertial frame. This remains true as long as the asteroids do not
wander to far from their common center of mass as we assumed that |x}| < [RJ. So the inertial
properties are only valid locally. We further see that the center of mass R(¢) moves freely as a
single particle in the gravity field of the Sun. Its motion is either elliptic, parabolic or hyperbolic,
depending on the initial conditions imposed.

Another important example of a local inertial frame is the Earth-Moon system. This is just
a special case of the previous derivation with only two small masses m; and mo representing
the Moon and the Earth. In that case R(t) is given by the center of mass of the Moon-Earth
system which describes an elliptic motion around the much more massive Sun. We may say
that the Moon-Earth system is in a free fall around the Sun and systems that move freely in a
gravitational field behave locally like an inertial frame. In fact, Einstein took this as a guiding
principle to develop a relativistic theory of gravitation.

2.3 Conceptual difficulties

Let us now consider a conceptual difficulty with the concept of inertial frame. This is most easily
illustrated with a simple example. We consider a system consisting of an observer and spring
connected to two identical masses. We then consider two physical situations A and B :

2The asteroid belt is about 450 million kilometers removed from the Sun while the center of mass of the Solar
System is on average one solar radius or about 0.7 million kilometers removed from the center of the Sun.
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Figure 2.3: The physical situations of a rotating spring and resting observer A) and a rotating
observer and a resting spring B)

A] In this case the spring is rotating with constant angular velocity with respect to the inertial
frame at which the observer is at rest. The spring has a fixed length that does not change
with time.

B] In this case the spring is at rest in an inertial frame and the observer is rotating with constant
angular velocity with respect to this frame. Again the spring has a fixed length that does
not change in time.

If one imagines a universe only containing the observer and the spring one would imagine that
both cases are completely equivalent. Nevertheless, Newton's equations (2.6) predict that in the
case A the spring is stretched out of its equilibrium length and will be longer than the spring
in case B. It is instructive to see how Newton's equations achieve this result. Let us start with
situation A. We use Eq.(2.6) in which the potential V' is given by the harmonic potential

k
V(x1,%x2) = §(|X1 — xa| — Ro)?

where k is the spring constant and Ry the equilibrium length of the spring. The equations (2.6)
thus become

d?x; X1 — X2
m = —k(|x; — xo| — R —_
dtQ (‘ ! 2| O)|X1 —X2|
d?x5 Xg — X1
= —h(|x1 — Xa| — Ro) 2L

m dt? (‘Xl X2| 0) |X2 _ X1|

Subtracting both equations then gives

d?x bl
Wm = —k(]x| - RO)H

where x = x1 — x5 and p = m/2 is the reduced mass. A solution describing uniform rotation
with fixed length |x| = R is given by

(2.22)

x(t) = (Rcos(2t), Rsin(Qt), 0)
where 2 is the angular velocity. Inserting this expression into Eq.(2.22) gives

R — Ro o RO

—uQ? = —k
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when puQ?/k < 1 3. We see that R > Ry and therefore the rotating spring has increased its
length as compared to its equilibrium length.

Let us now discuss case B where the spring is at rest in the inertial frame ( and for instance
x = (Ro,0,0) solves Eq. (2.22) in that case). In this case we apply Eq.(2.7) . The rotating
frame with coordinates x’ is related to the inertial frame with coordinates x by the rotation
matrix

cos(Qt)  sin(Q2) 0O
x= | —sin(Qt) cos(Q) 0 | x'=R(t)x (2.24)
0 0 1

From this expression we can calculate that Eq.(2.7) attains the form

dt? dt 0x,

K3

d*x! dx;, v
u( Xi _90e, x XT’—ng;):—(x’h...,xﬁv)

where e, = (0,0,1). In particular for the vector x’ = x| — x}, we have

d*x’ dx’ x/
1% (dtQ —2Q e, X E — QQX/> = —k(|xl| - Ro)m (225)

It is immediately clear from Eq.(2.24) that a solution to Eq.(2.25) is given by

Ry cos(2t)
Xt)=R*t)| 0 | =Ry | sin(Q)
0 0

for which |x’| = Ry and consequently the right hand side of Eq.(2.25) is zero. From the viewpoint
of the rotating observer the stretching of the spring is prevented by the so-called "fictitious"
forces in the second and third term on the left hand side of Eq.(2.25).
A further interesting case is when the observer is rotating together with the spring at the same
constant angular velocity as seen from the inertial observer. In that case the spring is at rest in
the rotating frame and consequently the time derivatives of x’ vanish. Then Eq.(2.25) reduces
to
XI

02 = k(x| ~ Ro) 5
[x']
This equation has the solution (2.23) and the rotating observer finds that the spring is stretched
by the fictitious force F = —uQ)?x’.
We see that rotation has an absolute character. In a rotating frame fictitious forces are present
that lead to physically observable effects (such as the stretching of a the spring) whereas in
frames at rest with respect to an inertial frame they are absent. This is conceptually difficult to
understand. What distinguishes situations A and B in Fig 2.37 Newton was very much aware
of this problem. He explained the difference between situation A and B by introducing the
concept of absolute space. An object rotating or accelerating with respect to absolute space
experiences fictitious forces whereas an object moving with constant velocity with respect to
absolute space does not. So in case A the spring rotates with respect to the absolute space, and
as a consequence gets stretched. In case B the observer rotates with respect to the absolute
space and consequently feels fictitious forces whereas the spring is at rest with respect to the
absolute space and does not experience any forces. The obvious question that arises from this
viewpoint is, of course, how the spring in case A "knows" that it is rotating with respect to
the absolute space. One would expect that obtaining this information requires an interaction

3When this condition is violated a solution with constant length of the spring is not possible. Of course, if
the spring rotates too fast it will break and the harmonic approximation will also break down
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between the spring and the absolute space. How this would happen is not at all explained within
Newtonian mechanics. However, Newton needed absolute space to explain the problem above,
and placed the fixed stars that we see from the Earth at rest in this absolute space and therefore
rotation with respect to the fixed stars is a rotation with respect to absolute space. He further
put the center of mass of the Solar System at rest with respect to absolute space by assumption.

Figure 2.4: A spring rotating with respect to the distant stars

Newton did not propose a causal connection between the distant stars and the inertial forces.
The suggestion was first made by Mach who noted that the distant stars seem to be the cause
of the inertial forces in the rotating frame. The whole issue was finally clarified by Einstein who
derived that rotation is always relative with respect to the local gravitation field. In Fig 2.4
the local gravitation field is defined by the distant mass distributions (and possibly by nearby
planets such as the Earth). In Einstein’s gravitation theory (the general theory of relativity)
freely "falling" objects in a gravitational field define local inertial frames and rotations with
respect to these frames are rotations with respect to the local gravitational field. A rotating
object can interact with the gravitational field and even drag it along (this is known as the
Lense-Thirring effect and is observed by satellites orbiting the Earth). It would go too far to
discuss this interesting physics at this point. The main point of the discussion here was meant
to give a clear discussion of the concept of inertial frame.

2.4 Rotating frames and general space-time coordinates

In the example of the previous section we discussed rotating frames within the context of New-
tonian mechanics. The natural question that immediately arises is how we can describe rotating
frames starting from a Lorentz invariant theory of inertial frames. We will investigate this
question in this Section. Let us imagine a Lorentzian inertial frame O; that uses coordinates
(t,z,y,2) . Let us in the origin O of the coordinate frame be a rotating disc with radius R that
rotates with constant angular velocity w around the z-axis with respect system O;.
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Figure 2.5: An observer on a disc rotating with constant angular velocity w with respect to an
inertial system.

Let us further imagine on the disc a specially marked material point P, such as a marker made
with a pen on the disc. The point makes a rotation motion around the origin O. Let at t = 0
the position of the point P be given by the spatial coordinate (x,y, z) = (r cos by, rsin 6y, 0).
Then its motion with respect to O; is described by the curve

x(t) = (rcos(fp + wt), rsin(dy + wt), 0) (2.26)
and has with respect to O; the velocity

dx
t —

v(t) = e (—wrsin(fg + wt), wr cos(fy + wt), 0)

We therefore have v = |v(t)| = wr. Since no material point can move faster than the speed of
light with respect to O; we must have that the radius R of the disc is restricted by wR < ¢. Let
us now consider a clock that is at rest at point P of the rotating disc. From the viewpoint of O
this clock moves at velocity v = wr. This clock is instantaneously at rest in an inertial frame
that moves at speed v = wr with respect to Oy and therefore we deduce that this clock will run
slow by a factor /1 — v2/c2 = /1 — w2r2/c2 as compared to a clock at rest in system O;. So
if dt is a small increment in proper time for a clock in the inertial frame then the corresponding
increment in proper time dr for a clock on the disc is given by

dr = /1 — w?r?/c%dt. (2.27)

In general O7 will therefore see that clocks at rest with respect to the disc run slower the further
they are removed from the center of the disc. Let us now consider the spatial coordinates. Due
to the symmetry of the problem it is natural to introduce spatial cylindrical coordinates (r, 6, 2)
related to the old spatial coordinates (x,y, z) by

T =171cosf
y=rsinf (2.28)
z=2z

We then consider two nearby points (r,60y) and (r,6p + df) on the disc at equal distance r
from the origin but with an angular coordinate differing by a small amount df. The distance
between these points can be deduced in system O; by taking a snapshot of the disc at a given
time t. Then Eq.(2.26) tells that the distance between the points is given by dl = rdf. Now
consider a moving inertial system in which the two points are at rest. This can only be done
approximately since the direction of the velocity of the two points is slightly different but this
difference becomes negligible for small enough df. In this frame the distance between the two
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points is dl’. Since the inertial system has velocity v = wr with respect to O; we find that from
the viewpoint of O; the distance dl’ is Lorentz contracted to rdf = dl = dl’\/1 — w?r?/c? and

therefore
rdf

V1—w?r2/c?

If we, on the other hand, had considered two points that have the same angular coordinate 6
but are separated by a radial coordinate dr then we would not observe any Lorentz contraction
since the separation vector is orthogonal to the velocity of both points and in this case dl = dl’
and therefore both observers agree on the length of the radius of the disc. We see that in a
frame moving with the disc the circumference of a circle with radial coordinate r is given by

dl' =

2 rdf B 27r
0 \/17w2r2/02 \/17w2r2/02

and therefore conclude that for the moving observer the coordinates r and 6 do not play the
role of Euclidean coordinates. So far we used the inertial system O; as a reference to reach our
conclusions. The question then arises how the physical world looks like for another observer Oq
at rest with respect to the disc. The first problem that observer O, faces is how to define a
coordinate system. The first thing to comes to mind is to define space and time coordinates
with a direct physical meaning as we did in Eqgs.(1.33) and (1.34) using Einstein synchronization.
However, with respect to the rotating disc light rays move along curved paths and we immedi-
ately run into the problem how to synchronize distant coordinate clocks. After some reflection,
however, we realize that the actual choice of coordinates is irrelevant, as any choice will do. The
situation is similar to defining a coordinate system on a general curved surface, like the surface
of the Earth, on which no simple Euclidean coordinate system is possible. This, however, does
not prevent us from introducing a coordinate system on the Earth's surface. Any coordinate
system that labels a point on the Earth’s surface uniquely is equally valid. The only problem is
how to relate these coordinates to coordinate independent quantities, such as the distance as
measured by local observers on Earth between two cities with certain coordinates, but this is
a solvable problem for any coordinate system that we like to choose. We can do the same for
observer Oy, we can choose any space-time coordinate system we like. The only requirement is
that it labels any space-time event uniquely. We will worry later about its relation to times and
lengths measured by local clocks and measuring rods in the vicinity of the observer on the disc.
Let us discuss this issue from a more general point of view. To shorten the notation we write
denote the coordinates of the inertial frame O; by (y°, y',4?,43) (the use of super-indices will
be explained in later Chapters). These are not necessarily Cartesian coordinates. They could, for
instance in our example be the coordinates (¢, x,y, z) or (¢, 7,0, z). For the non-inertial frame O,
we will use new coordinates (2%, 21, 2%, 23). The particular choice of these coordinates is irrele-
vant as long as it labels each space-time event uniquely. They also have, in general, no physical
meaning which implies that physically observable quantities should eventually be independent of
them. The only thing we need is that there is a one-to-one relation between the coordinates 37
and 27, i.e. there are invertible functions 37 (2, ', 22, 2%) relating them. Let us now start by
considering the standard Minkowski coordinates for system Oy, i.e. (v°,y',9%,v%) = (t,z,v, 2)
Consider now the infinitesimal distance

! = > 27r

3
ds? = —c*dt* +da® + dy’ +d2* = ) | gudy'dy” (2.29)

w,v=0

between two space-time points, where g,,,, is a diagonal matrix with diagonal elements (—c?,1,1,1).
We have seen in the previous Chapter that this expression is invariant under Lorentz transforma-
tions in the sense that a Lorentz transformation transforms this expression into another diagonal
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quadratic form with identical constant diagonal elements. Nothing, however, prevents us to

transform to arbitrary other coordinates (2°, z!, 22, 3) using

3
oy*
B : p
dy* = pg D dx

=0

This transforms Eq.(2.29) into

3
ds* = Z 9o da dz” (2.30)
p,o=0
where s
oyH Oy”
o
Gpo = D Iuv g0 Hao
w,v=0

is a symmetric matrix (or more properly tensor, but this will be discussed in much more detail in
the next Chapter). The expression (2.30) is now, in general, not diagonal anymore and nor are
the coefficients gj,, constant. However, the transformation obviously did not change the value
of ds?, it has a value that is the same in any coordinate system. A simple example is given by
a simple transformation to cylindrical coordinates (¢,, 0, z) using Eq.(2.28) which gives

dx = cosOdr — rsin 0df
dy = sin 8dr + r cos 6d6

and
ds® = —c2dt* + da’ + dy* + d2* = —c?dt? + dr? + r2d6? + d2? (2.31)

So far, nothing special has happened. Things become more interesting when transform to
a moving frame. Let us consider the system O; with coordinates (¢,7,6,z) and define new
coordinates (20, 2%, 22, 23) = (¢',7,0', 2")

=t
7’/:7’
0 =0 — wt (2.32)
2=z

This is a transformation to the frame O, rotating together with the disc since the points in the
new frame that have are spatially constant values, i.e. (r',6',2") = (¢1,c2,c¢1) for constants
c1, ¢z, c3, are rotating uniformly with angular frequency w with respect to Oy, i.e. 1 =c¢1,0 =
co +wt, z = c3. It remains to relate the new coordinates to distances measured on the disc and
times displayed by local clocks on the disc. In general, the new coordinates do not need to have
a physical meaning. However, in this particular case, the choice of the time coordinate t' = ¢,
which we will call the coordinate time, has a possible physical realization. An observer on the
disc can simply decide to use the time displayed visually by a clock at rest in Oy, for example at
the center of the disc, to label time values independent of what his/her local clock may display*.
An event happening at a distance 7’ from the center will in this way be assigned the time value
read visually from the clock at the center minus a correction At’ that observer Os at 1’ makes
for the time it takes for a light signal to travel from the center of the disc to the observer. This
correction is simply calculated. Let observer O; send out a light signal from the origin at time

4We could say that the coordinate time defines a non-standard clock, whereas the local proper time is displayed
by a standard or physical clock.
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t = 0. For observer O this light signal simply moves radially outward long a straight line given
by the coordinates

r=ct
0 =0y

(for simplicity we take z = 2’ = 0). From the coordinate transformation (2.32) it follows that
observer O sees that the light moves along the path

r =ct'
9/ = 90 —wt’

Therefore from the viewpoint of the observer on the disc the light is spiraling outward. Neverthe-
less, both observer O; and O, agree that the light reaches the radius r’ at time ¢t =t = r'/c 5.
Therefore, the correction At’ that the observer Oy needs to subtract from the visually observed
clock time is r'/c. In this way O3 can use the coordinate time ¢’ to label events. What will be
the relation between this time and the time displayed by a local clock at radius 7'? To determine
this we consider again the invariant ds?. Since dt = dt’, dr = dr’,df = df’' +wdt’ and dz = d2’
we obtain

ds® = —2dt? + dr? + r2do? + dz*

2,./12
— —P(1— L)t + dr' + r2d0” + 20l O + d=" (2.33)
C

Let us now consider two events that according to observer O, happen at the space time-points
(', r',0',2") and (t' +dt’,r',0',2"), i.e. at same spatial point such that dr’ = df' =dz’ =0
but with a coordinate time dt’ apart. Then clearly

OJ2T/2

c2

ds* = —c*(1 — )dt"?

Let us further consider an inertial observer O3 (moving with velocity v = wr with respect
to O1) in which the spatial point (r/,6',2’) is instantaneously at rest. In this inertial frame
ds? = —c?dr? where 7 is the proper time recorded by a clock at rest at point (/,6’,2') in Os.
Since observers O2 and Os are at rest with respect to each other at the same spatial position
they agree on the proper time increment dr of their local clocks. We therefore find that the
proper time d7 in system Oy and the coordinate time increment dt’ are related by

WQT/Q

dr* = (1- — )dt"?
and by integration (since r’ is constant) we find
wr'\ 2
(', ") —7(ty, ") = /1 — <C> (t"—tp) (2.34)

We therefore find that the proper time 7 recorded by a physical clock in system O at radius
r =r’is a factor of /1 — w?r2/c? smaller than the coordinate time ¢’ at the same spatial point.
We already came to this conclusion above. Note that, unlike the case of relatively moving inertial
observers, the observers O; and O, agree with each other that the clock at rest in Os is running
slower than the one at rest in O;. This is because the two systems are no longer equivalent,

5O_f course, O1 must choose 6y correctly to reach observer O2. You can check that the correct choice is
0o = 0 + wr’/c, where 0 is the angular coordinate 6 of Oz at t = 0.
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while Oy is an inertial observer the system Os is not. Note that in Eq.(2.34) we still need to
make a choice for the value of 7(1/,ty). A simple choice is 7(r’,0) = 0 which means that we
set all local clocks to time zero when the coordinate time ¢’ = 0. This is a simple example
of synchronization using coordinate time. In practice this is easily achieved, an observer at r’
simple sets his clock to zero when he sees that the clock in the center reads the time t = —r//c.
At any later moment every clock on the disc will then read the time

(2.35)

by
wry 2
Ll )
wro 2
- (%)

C

(2.36)

We see that the coordinate time ¢’ has disappeared from the expression. The ratio above is
an experimentally accessible quantity independent of the coordinate system used and does not
depend on the coordinate system used. The variables r; and 75 have a direct physical meaning
as the distance to the origin measurable by standard measuring sticks. We will discuss below in
more detail how Oy can measure distances on the rotating disc, but before we do that we will
give simple physical application of Eq.(2.34). Let an observer in the origin send out periodic
signals with a time difference At and hence a frequency vy = 1/At. Then according to Eq.(2.34)
the observer at distance 7’/ = r will receive these signals with a period A7(r) on his local clock
and hence with a frequency v, given by

Vo

()’

C

Vyp =

The rotating observer finds the signal to be blue-shifted. Reciprocally, if the rotating observer
would send out periodic signals the central observer would see them to be red-shifted. This
phenomenon is also known as gravitational redshift and has been well-verified experimentally.
The reason for this name in our context is that the rotating observer can interpret the force he
feels on the rotating disc as the presence of a gravitational field ®. The redshift is then caused
by light trying to climb out of a gravitational well.

So far the discussion was focussed on local time measurements. The next question is what a
local observer will find for distance measurements. Rather than working this out directly for the
rotating disc we first work out this question in general terms such that the general structure of
the equations become clear. After that we will again return to the rotating disc. Let us consider
a (in general non-inertial) frame with coordinates x = (2%, !, 22, 23) which have no physical
meaning apart from the fact that they label space-time points uniquely”. In the coordinates the
invariant line element ds? attains the form

3
ds?® = Z Guvdxtdx”

=0

5This is Einstein's equivalence principle that forms the foundation of the theory of general relativity. The
rotating disc played an important role Einstein's early work to understand gravity in terms of the deformation of
space-time.

7Just like Matterhorn and Mont Blanc are labels without any physical meaning for two points on the surface
of the Earth. However, the distance between these points does have a physical meaning, as well as the rate of
local clocks at these points.
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Let us first consider the case that dz¥ = 0 for v = 1,2,3 while dz® # 0 i.e. we consider two
space-time event at the same spatial position such that ds? = goo(x)(dz")%. By considering an
inertial observer instantaneously at rest at point (x!, 2%, 2%) we find, as in our example above,
that ds? = —c?d7? where T is the proper time of a clock at (2!, 22, 23). We therefore find that

1
dr = E\/ —goo(x) dx° (2.37)

which is the generalization of the equation that we derived above for our example of the rotating
disc. So we know how to relate coordinate time 20 to local proper time. The next task is to
discuss distances. We noted above that the measurement of distances with light signals in a
general inertial frame is complicated by the fact that light moves along curved paths in a general
frame. This problem vanishes for infinitesimally close points since in that case the curvature
of the path can be neglected. Let us therefore consider a spatial point A with coordinates
(x',22,2%) and a neighboring point B with coordinates (z' + dx!, 22 + da?, 23 + d2?®). Now
we send a light signal from B to A which is subsequently reflected in A and received back in B.
The situation is depicted graphically in Fig.(2.6).

9
4

Figure 2.6: An observer in B sends out a light signal to a nearby observer A which is reflected
back to A. The coordinate time which for observer B according Einstein synchronization is
simultaneous with the reflection at coordinate time z° in A is indicated in the figure.

Given the spatial coordinates of A and B, what is now the coordinate time distance dz® for a
light signal arriving at or leaving these points? This question can be answered by considering
the invariant line element ds?. Since we have ds? = 0 for a light signal the value dz° can be
determined from the equation

3
0= > gudr'dr” = a+28dz + goo(da®) (2.38)

p,v=0

where we defined
3

o= Z Guvdxt dz”

H,v=1

3
ﬁ = ZgOdeU
v=1
The quadratic equation (2.38) is easily solved to give

R N (EX=rrm (2.39)
goo
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There are two solutions, dz°(") and d2°(®) to this equation, which is easy to understand physically
(see Fig.(2.6)). One solution corresponds to the coordinate time x° 4 dz®(1) that B sends the
light signal and another one x° + dz%®) corresponds to the coordinate time at which B receives
the signal. We therefore see that dz%(!) < 0 while dz°®) > 0. Since goop < 0 and a > 0 (since
it represents a spatial distance) we see that the square root term in Eq.(2.39) is larger than |3|
and we therefore have that dz°(") and dz°®) respectively correspond to the minus and plus sign
in Eq.(2.39) 8. The coordinate time passed between emission and reception of the light signal

in B is then given by
2
A0 _ g0 — _?m (2.40)
00

The proper time interval d7 passed on a local clock in B between these two events is therefore
according to Eq.(2.37) given by

2 1
dr = - —goo () (dl‘ou) - dl’o(l)) =

2 -« 241
¢ /=900 B goo ( )

We have calculated now calculated the return time of the light signal as measured in B. How
can we use this do measure the distance to A? We simply use the same definition that we used
in the case of inertial frames and define that the distance dl to point A is given by dl = cd7/2,
i.e. for points further away it takes longer for the signal to return. We might call the distance
determined in this way the radar distance between objects. By this operational definition of
distance we find from Eq.(2.41) that

2 3 3
di* = o — s = Z (9w — M)dm“dm" = Z Gupdatdz” (2.42)

goo

=1 =1

where we defined the spatial three-dimensional metric

guu = 9w — Jougov (Nv v=12, 3) (243)
goo
With this new tensor we can measure the distance along any curve in the general frame. Let
us illustrate this by going back to the example of the moving frame. The observer O, uses
coordinates (2%, 21,22, 2%) = (¢/,r',60',2") with the metric tensor g,, given in Eq.(2.33). The
tensor g, of Eq.(2.43) is then readily calculated to be given by

T‘l2
——df” + 2" (2.44)

2
w
1- <y

di? = dr'”? +

This is the spatial metric that an observer on the rotating disc finds when he or she starts to
carry out local experiments with light signals. It is clear that this metric is non-Euclidean (except
of course when w = 0). The observer on the rotating disc, for instance, finds that a radial line
(i.e. d9' = dz’ = 0) from the center of the disc to point ' = R has the length

R
l:/ dr' =R
0

while the circle with radius v’ = R has the circumference

I /2” RdO  27R
= . \/1_w2§2 _\/1_w2R2

c c2

8Note that the sign of 3 is arbitrary. For instance, if we let our disc rotate in the opposite direction by
replacing w by —w the sign of 3 changes.
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Therefore the ratio between the circumference and the radius is not 27 as in Euclidean geometry
but larger (which is what mathematicians call hyperbolic geometry). We can also calculate
that, with the exception of radial lines, the shortest distance between two point on the disc (a
so-called geodesic curve) is no longer a straight line as in Euclidean geometry. It is clear that
these distances and curves are independent of the coordinate system used in the reference system
O5. At this point it is useful to make a distinction between reference frames and coordinate
transformations. The observer Oy may instead of the coordinates (z°, 2!, 22, 23) = (¢/, 7', 0, 2')
have used other internal coordinates y* related to the old ones by

0 1 2 .3
,.’17,33,113)
1

v =y’
v =9y (ah 2?2 (j=1,2,3) (2.45)
where the new spatial coordinates 47 for j = 1,2, 3 are only functions of the old spatial coordi-
nates and not of 2° while the new time coordinate y° is allowed to depend on all old coordinates
9. In this way the new spatial coordinates of a point at rest on the disc will stay time-independent
as it should for a co-moving observers. We can thus say that a reference frame is an equivalence
class of transformations of the form of Eq.(2.45). The spatial metric g, is invariant (or more
precisely transforms as a tensor) under such restricted transformations (You can check this as
an exercise for yourself). More general coordinate transformations, such as (2.32) transform
between reference frames as well.

Now that we have defined local clock times and local distance measurements the next question
is how an observer on the disc uses these times and distance to calculate velocities. For the
measurement of velocity we run into the problem that we need two nearby positions and two
times to define it, but now in our reference system clocks at two different positions run at a
different rate so we need to be careful in how to calculate the time difference. This problem
can not be solved without agreeing on a definition of simultaneity of two nearby events in our
reference frame, which requires a synchronization of clocks. We did not have to bother about
this issue before since we did not need to compare clocks at different positions as the metric
tensor §,,, was deduced using the clock times of one and same clock in point B only. The
synchronization of clocks can be achieved in different ways. We can, for instance, use the Ein-
stein synchronization that we discussed extensively in Section 1.3. Following Eq.(1.33) of that
Section we define nearby clocks at points A and B to be synchronized when the coordinate time
of reflection 20 in A corresponds to the time

1
2% = 2% + = (da®® + dz®?)) = 20 — B (2.46)
2 goo

for observer B. The coordinate clock times that are simultaneous by this definition are marked
in Fig.(2.6). In other words, two event events differing in coordinate time dz° = 2% — 20 and

spatial coordinates dz” (v = 1,2, 3) are defined to be simultaneous when

3
1
dl‘o = —gE Z goydl‘y (247)
v=1

where we used the explicit form of 5. From Eq.(2.46) it now follows that (see also Fig.(2.6))
according to an observer in B the coordinate time di it takes for the reflected light signal to
travel from A to B is given by

1
di® = 2% + dz®® — (20 + §(d1’0(1) + de®@)) = da®@ + £ (2.48)
goo

90ne usually also demands that 9y° /920 > 0 in order not to reverse the orientation of time.
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which according to Eq.(2.37) amounts to a proper time interval d7 of

d7 = %m(dx()@) + ﬁ) (2.49)

goo

The velocity of the reflected signal is then simply given by dl/d7. Let us see what this gives.
The expression d7 can used to write Eq.(2.38) as

2
0=—c?d* +a— o= —c2d7* + di? (2.50)
00

where we used Eq.(2.42). Therefore the velocity of the light signal according to an observer B
is

d

dr
which at first sight may not be very surprising. However, it is important to realize that this result
is a consequence of the definition Eq.(2.46) of simultaneity within our reference frame. If we
use another synchronization we find that the velocity of light is not equal ¢ and depends on the
direction of the light signal. One has therefore to be careful in defining velocity in non-inertial
frames.
Looking at our derivation we realize that the particular linear combination of the space and time
increments on the right hand side of Eq.(2.49) formally allows us to get rid of the mixed space
and time differentials in the metric. More precisely, we can write

c

3
ds?® = Z Guvdxtdx”
n,v=0
— 13 2 3
= —c? V790 (d:ro + — Zgo,,d:r”) + Z Guvdatda”
¢ goo v=1 pn,r=1
= —c2dt?* + di*? (2.51)
where we define the differential
3
Vg,
dt = dx’ + — Ldx” 2.52
R (252)

The interesting fact about the form of the metric in Eq.(2.51) is that it splits the line element
ds? in two parts with a physical interpretation. The second part di? represents the spatial metric
as measured locally with the radar reflection method, whereas the condition df = 0 guaran-
tees that two nearby space-time points 2 and z¥ + dz”(v = 0,1, 2, 3) are simultaneous (see
Eq.(2.47)) according to Einstein synchronization. Furthermore when the spatial displacements
are zero (dz” = 0 for v = 1,2,3) then df coincides with the local proper time dr recorded
on a standard clock. We can therefore assign a useful physical meaning to dt. However, the
differential df also has has an important deficiency, it is usually not a total differential. This
means that Eq.(2.52) can, in general, not be integrated to a time variable t. If it would, then it
would have the desirable property that #(z°, 2!, 22, 22) = K, with K a constant, would repre-
sent an Einstein-synchronized surface of space-time points. In other words, by introducing  as a
new time variable two space-time points with the same value of £ would represent simultaneous
events by Einstein synchronization. Let us, however, look at an interesting case where df can be
integrated and gives a nice new insight in our familiar Lorentz transformation. Afterwards we
return to the rotating disc where it can not be integrated.
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We noted in our discussion of the rotating disc that the rotating observer could use any coordi-
nates that he or she pleases. If this is the case for non-inertial observers this should, of course,
also be the case for inertial observers. What is then so special about the Lorentz transformation?
Can we then also use the Galilean transformation in the special theory of relativity? The short
answer to these questions is that we are perfectly allowed to use the Galilean transformation, but
that the coordinates used in the Lorentz transformation have a preferred physical interpretation.
Let us work this out in more detail. We consider again an observer A (Alice) in an inertial with
space-time coordinates (¢, x,y, z) with the standard interpretation as discussed in Section 1.3.
In particular the invariant line element of Alice has the form

ds* = —c2dt* + da* + dy® + dz? (2.53)

Another observer B (Bob) moves with a velocity v with respect to Alice and used coordinates
(t', 2.y, 2") related to the coordinates of Alice by the Galilean transformation

~

'~

— vt (2.54)

N8
I
Ny

This is a coordinate transformation to a moving frame since the points with constant spatial
coordinates in Bob's system are moving with velocity v with respect to Alice. In Bob's coordinates
the invariant line element attains the form

2
ds? = —c(1 = —5)dt” + 20dedt’ + da’ + dy” + d=” (2.55)

We now read off the metric tensor in the new coordinates and use Eq.(2.52) and (2.43) to

calculate
. 2 dz’
Voo 21— %)

dJ?/Q

v2

c2

di* =

+dy? + d"? (2.56)

We see that in this case we can integrate dt to obtain

~ 2 /
f=ty1-L - (2.57)
C2 2 v2
¢ -2

where we choose the integration constant such that £ = 0 when 2/ = ¢/ = 0. Two space-time
events with the same ¢ variable are now Einstein-synchronized and moreover ¢ records the proper
time by a clock at rest in Bob's reference frame. We further see from Eq.(2.56) that Bob's
spatial metric can be made into a standard Euclidean form by defining a new variable

i=—— (2.58)

as well as § =y and Z = z, such that

di? = di* + dij* + dz*
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Bob can then use standard measuring sticks to map out his spatial continuum (Z, g, Z). How are
Bob's new physically motivated coordinates now related to Alice's coordinates? Not surprisingly
we find after a short calculation that

as well as § = y and Z = z. We have recovered the Lorentz transformation by defining new
coordinates with a physical meaning. In general we can say that special relativity allows for
general coordinate transformations but in the case of transformations between inertial frames
the Lorentz transformations are preferred for reasons of physical interpretation. It is, therefore,
in these coordinates that the physical laws (such as Maxwell's equations) attain their most
transparent form. These facts are usually not know or told to students until they study general
relativity. For this reason we have presented the example of the rotating disc in this Section.
It gives the physics and the insights of general relativity without the need to bother about the
laws of gravity at this point1©.

So how does this now work out for our rotating disc? In that case see from Eq.(2.52) and the
explicit form of the coefficients g, that

. 2412 240’
di=14/1— Wt dt — LM (2.59)
c? (1 —“5=)

Due to the dependence on r’ this can not be integrated. This implies that the definition of
simultaneity depends on the direction in which we decide to synchronize the clocks. If we, for
instance, decide to synchronize clocks along the circle v’ =constant, such that dr’ = 0 then we
can formally integrate Eq.(2.59) to

~ 212 2
foty1-22- T 0 (2.60)

2 /
C 2,12
2y /1 — UJC;

The space-time points that satisfy £ = K with K represent simultaneous events according to
Einstein synchronization. However, we now note something peculiar about this expression. If we
let the angular variable run from 0 to 27 and make a full circle the variable # does not return to
its original value. This illustrates the fact that synchronization depends on the path chosen to
synchronize and is mathematically caused by the fact that df is not a total differential. We can
therefore not globally synchronize the clocks with the radar method. The situation is illustrated
geometrically in the figure below where we plot the surface ¢ = 0 for the case that we start
synchronizing in the positive 6’ direction starting from 6’ = 0.

10From the viewpoint of general relativity the only thing that is special about special relativity is that in this
theory we can always find a coordinate transformation that transforms the metric to a global Minkowskian form
(such as from the rotating observer on the disc back to the inertial one). This property disappears in the presence
true gravity fields.
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Figure 2.7: The surface ¢ = 0 for synchronization in the positive §' direction starting from
0" =0.

What about the radial direction? We see immediately from Eq.(2.59) that for d8’ = 0 we have

W2r’2

dif :

1—

dr’ (2.61)

c

This equation can not be integrated, and we can not even define the variable  locally. However,
dt = 0 is equivalent to dt’ = 0 and therefore the easiest thing we can do is use the coordinate
time ¢’ to define simultaneity for different radial positions. Our difficulties in defining simultaneity
show that the concept does not have a well-defined experimentally accessible physical meaning,
and that it is more question of definition. The problem is illustrated with the following example
illustrated in Fig. 2.8.

Figure 2.8: The rotating disc with Alice and Bob sending light flashes to Charlotte and Dilbert.

Two observers, Alice and Bob, at two different positions at the edge of a rotating disc send out
a light flash in all directions. A third observer C (Charlotte) at the center of the disc receives the
signals simultaneously at her clock, and since the distances AC and BC are equal she concludes
the light flashes were sent at the same time. This means that Charlotte uses the central light flash
method to define simultaneity which we discussed below Eq.(2.32). Observer D (Dilbert) who is
located between Alice and Bob on the disc can come to two different conclusions depending on
his definition of simultaneity. If he uses the coordinate time ¢’ to define simultaneity he would
agree that the flashes from Alice and Bob were simultaneous. For, instance, if Charlotte sends
out a light flash in all directions to all observers on the edge of the disc then by the central-
time synchronization the light arrives at the edge simultaneously for all observers. If this light
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subsequently gets reflected at the edge of the disc back to Charlotte all would agree that the
light reflected by all observers arrives back in the center simultaneously. Dilbert then agrees on
the simultaneity of the light reflections by Alice and Bob. If, Dilbert, however decides to use
Einstein synchronization along the edge of the disc he would conclude on the basis of Eq.(2.7),
since 0, > 04, that £5 < fp and therefore that Alice send her light flash before Bob. This can
be understood physically from the fact that Dilbert moves towards the light send out by Alice
and away from the light send out by Bob (see also Fig.1.11 for a comparable physical situation).
We therefore see that for a single observer in a non-inertial frame, Dilbert in our case, there is no
preferred definition of simultaneity. This is a large break from the classical Newtonian thinking
about time. Since we live on planet Earth, which is not an inertial frame, we can not say that
something is happening on planet Mars "now". We first have to define what we mean by this.
This concludes our discussion of the rotating disc. More illuminating discussions on the space-
time physics of the rotating disc can be found in references [4, 5].

2.5 Physical meaning of particle trajectories

In the discussion of inertial frames we noted the invariance of Newton's equations under Galilean
transformations. Similarly in the special theory of relativity we demand invariance of the physical
laws under Lorentz transformations. In the general theory of relativity even invariance of physical
laws under arbitrary coordinate transformations is imposed. Rather than performing endless
coordinate transformations it is much more effective and illuminating to investigate what the
invariant object in question actually is and to find a formulation of physical laws where coordinates
do not even appear. This is exactly what we will start investigating next.

To get an intuitive insight into the concept of coordinate invariance we start with the example
of a particle trajectory. We consider two observers moving with respect to each other. Each of
them describes the trajectory of the same object in their own coordinate system. Observer A
(Alice) is riding in a train at constant velocity with respect to the railroad and drops a stone out
of the window. From the viewpoint of Alice the stone falls along a straight line until it hits the
railroad. From the viewpoint of observer B (Bob) who is at rest with respect to the railroad the
stone moves along a curved trajectory.
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Figure 2.9: Dropping a stone from a moving train

Within Newtonian mechanics this trajectory would be a parabola (and within special relativity
almost one with usual train speeds). This then immediately raises the question what is the
"real" trajectory of the stone; is it a straight line or a parabola? The answer, of course, is that
the straight line and the parabola are simply registrations of positions of the stone in arbitrarily
chosen coordinate systems and do not have any absolute meaning.

However, there is something absolute we can say about the trajectory. Both observers completely
agree on the position of the stone in relation to other material points. For instance, initially the
stone was in the hand of Alice. At some point later the position of the stone was the same as the
bottom of the train door (see Fig. 2.9) and even later the position of the stone is at the same
position as where the train wheel touches the railroad track (see Fig. 2.9). We will call these
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coincidences of material points events. Both Alice and Bob agree on the events. Moreover they
agree on the value of the proper time 7 of the stone at these coincidences of material points.
With these observations we can give an absolute definition of the notion particle trajectory.

We start by defining the space-time manifold M as the collection of events (coincidences of
material points). A particle trajectory is then defined as a curve 7 connecting events in a
continuous way. This curve can be parametrized by the proper time 7. A coordinate system on
the space-time manifold is then defined to be a mapping ¢ from the set of events to the set of
points (t,z,y,z) € R*. This is displayed in the following figure:
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Figure 2.10: Different coordinate descriptions of the same curve v connecting space-time events
in a continuous way.

We have displayed the concept for the case of the stone falling from the train (displaying only
the x, z-axes and leaving out the y-axis). Alice, who is traveling with the train, describes the
trajectory 7y of the stone in coordinate system ¢ by

e1(7(7)) = (ta(7),0,0, 21(7))

whereas Bob, who is at rest with respect to the railroad track, describes the trajectory 7 of the
stone in coordinate system s as

P2(7(7)) = (t2(7), 22(7), 0, 22(7))
The coordinate systems ; and o are related by

p2(7(7)) = (92001 )(@1((7)))

The mapping @2 0 7 ! is therefore identical to the Lorentz transformation, i.e.

tQ((T)) a —av/c 8 8 tl(()T) Oétl(T() :

To(T —Qav «@ —avti(T

v2(7) = 0 | o 0 10 0 - 0
ZQ(T) 0 0 0 1 zZ1 (’7’) Z1 (T)
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where we denoted o = (1 — v2/¢?)~1/2. In this case the mapping o2 0 ¢ ! is a linear transfor-

mation. This is, however, a consequence of the fact that Alice and Bob have chosen a standard
Euclidean coordinate system. If they, for instance, had chosen spherical coordinates instead
then the transformation would have been non-linear and continuous mapping (which in physical
applications is nearly always differentiable as well).

The concept of a space-time manifold becomes essential in the general theory of relativity. Clocks
run at different rates at different locations and also spatial metric becomes non-Euclidian (we
have seen clearly these to two features in the case of the rotating disc in the previous Section).
This means that the physical lengths and times have no longer a direct relation with coordinates.
The space-time coordinate looses its physical meaning and just becomes a label for an event.
The only things that have physical meaning are the space-time coincidences of material points.
With our example of the falling stone we have thus arrived in a natural way at the concept
of a differentiable manifold. Let us therefore start again with the mathematical definition of a
manifold and see what coordinate independent objects we can define on a manifold. This will
lead us to the geometric concepts of vectors, tensor and geodesic curves. These objects will be
then the building blocks of the physical laws.

2.6 Manifolds and coordinate maps

A manifold M is a set of elements on which differentiable functions are defined. A coordinate
map or chart ; is a one-to-one map from a subset U; of M to R™. The set of coordinate maps
is the required to have the properties

1. The subsets U; completely cover M, which means that every point in M belongs to at
least one U;

2. The mappings @; o <pj_1 are differentiable functions on the common domain U; N U; on
which they are defined

Pictorially we thus have
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Figure 2.11: Different coordinate descriptions of the same physical event

This figure is essentially identical to fig 2.10. The main difference is that we did not require
the coordinate maps ; to be defined on all of M. This has a practical reason. Often it is not
possible to define a global coordinate map on all of M. A good example is the Earth’s surface
projected on a plane. For example, to study the North Pole and the South Pole areas we use
two different maps. If the maps ; map one-to-one to a subset of R™ the set M is called an
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n-dimensional manifold. The space-time manifold of figure 2.10 is a 4-dimensional manifold.
Common examples of manifolds are two-dimensional surfaces. For instance, the surface of a
sphere is defined by the set of points

M = {(z,y,2)]z” +y* + 2* =1}

Note that M is just defined by these triples of real numbers, there is nothing "outside" M
although we often imagine the sphere to be embedded in a three-dimensional space. In fact, a
main task of differential geometry is to describe the intrinsic properties of manifolds which are
independent on whether they can be embedded in R™ for some value of n. This is similar to
the way we read road maps. We need not think of anything outside the surface of the Earth to
measure distances between various geographical locations using our maps. For the sphere (or
the surface of the Earth) we can, for instance, have the coordinate maps

N
i

}
b))
/ 12 @,

-\
¢ 1yt L?\“f’y.

Figure 2.12: Different coordinate descriptions of points on the sphere (or, more physically, for
objects on the surface of the Earth)

with

w1(cos ¢sin b, sin psin b, cos0) = (¢, 0) (2.62)

w2 (u,v, V1 —u? —v2) = (u,v) u? +0? <1

The first map is a familiar one that assigns to every point on the sphere a longitude ¢ and
a latitude 6. It maps to a unique pair (¢,60) except for the North and South pole of the
sphere where the longitude ¢ is not uniquely defined. The map ¢ maps every point in the
northern hemisphere to a unique (u,v)-coordinate. The two coordinate systems are related by
the mappings

(w,v) = (p2097")(6,0) = (cos ¢sinf, sin ¢ sin )
(0,0) = (@100 (u,v) = (arctan %, arccos V' 1 — u2 — v?)

These transformations convert coordinates of points on one map to coordinates on another map.
Finally we discuss the mappings between manifolds.
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b

7.

Figure 2.13: A mapping between two manifolds

If f: N — R"™ is mapping from a manifold N to R™ and ¢ : M — N is a mapping from
manifold M to N then we define

P f=fo¢ (2.63)
The map ¢*f maps a point in M to R™ and is called the pullback of the map f by ¢. A
common example in which we need this mapping is when we want to embed a given manifold
into another one. Let us give a simple example.
Imagine a region of space where the temperature in each point p is given by a function T'(p). One
could think, for instance, that the temperature field describes a cloud C' of some gas (which will
be our manifold) in a distant solar system. The temperature field is then a mapping T : C — R
from the cloud to the real numbers. We can simply use a Cartesian coordinate system (z,y, z)
to give coordinates to positions in the cloud. The manifold C is therefore taken to be equal to
R3 and the coordination is simply the identity map'’. Through this cloud moves a planet at
relative velocity v = (v, vy, v,) with respect to the cloud, such that the position as a function
of the time ¢ of the planet’s center is given by x = vi. The surface P of the planet will be our
other manifold. We want to calculate the temperature at any point on the planet’s surface. We
do this by a pullback from C' to P of the temperature field T'(x,y, z) defined on C' . The surface
of the sphere (which has radius one in appropriate units) is described by spherical coordinates
as in Eq.(2.62). The time-dependent map ¢; : P — C which maps a point of the surface P to
a location in the cloud C is given by

¢1(cos psinf, sin psin 6, cos ) = (cos @sin @ + vit, sin @ sin 6 + vyt, cos d + v,t)
Then the pullback
(¢;T)(cos ¢sin b, sin ¢sinf, cos§) = T'(cos ¢sin b + vyt, sin psin @ + vyt, cosf + v,t)

is a map ¢;1 : P — R which assigns a temperature to a point on the planet’s surface. In
more colorful language we can say that we pulled the temperature field in the cloud back to
the surface of the planet. In our example we regarded the manifold P as a subset of C using
the embedding ¢;. This is a rather common situation. It is often used to relate the internal
properties of a manifold to those of the surrounding space.

Now that we have defined the concept of a manifold we need to discuss some simple geometric
objects on them which will form the building blocks in expressing physical laws in a coordinate
free manner. These building blocks will be vectors and tensors and will be discussed in detail in
the next Chapter. After that we will return to discuss physics again.

110ne could imagine more exotic manifolds with more complicated coordinate maps but this would make our
physical example a bit far fetched.



Chapter 3

Vectors and tensors

In this mathematical intermezzo we will define some central geometrical concepts, mainly vectors
and tensors, which will form the building blocks for the coordinate independent description of
the physical laws in the following Chapters.

3.1 Vectors

We will give a definition of a vector on a general manifold. We start our discussion with a simple
example

Figure 3.1: Trajectory of a plane on Earth's surface

Imagine a plane flying over the surface of the Earth, say from Amsterdam to Helsinki. The
path of the plane is described by a curve (s), where we let s be the distance to Amsterdam
as measured along the curve. Attached to the plane there is thermometer that measures the
local outside temperature. Since the temperature is position dependent the temperature field
T presents a mapping from points on the Earth's surface to the real numbers T': M — R,
where M is the Earth's surface. The temperature difference between two points on the curve ~
(say between Amsterdam and Helsinki) is clearly independent of the coordinate system used to
parametrizes the Earth's surface. In particular, we can measure the temperature difference AT
between two nearby points separated by a distance As along the flight path of the plane. Its
ratio

AT T(y(s+ As)) = T(1(s))

As As

51
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measures a local temperature gradient. If we take the limit As — 0 we obtain

8T( )= lim T(y(s +As)) = T(y(s))

0s As—0 As

(3.1)

This quantity is clearly coordinate independent. Physically it measures the rate of change of the
temperature along the flight path at a distance s measured along the path from Amsterdam.
The pilot crew in the plane can measure it without any knowledge of any coordinate system
that parametrizes the flight path. Let us now imagine two external observers that want to
describe this physical measurement in two different coordinate systems. Since the surface of the
Earth is two-dimensional (we assume that the plane flies at constant height) we only need two
coordinates, like the pair (6, ¢) that represent the latitude and longitude. Let us call the two
coordinate systems (x!,2?) and (y!,4?) (we use superindices for reasons explained later). In
the coordinate system where (s) = (z'(s),2?(s)) the temperature gradient (7.46) becomes

oT oT ozt 0T Ox?

95 = 50105t 022 05 (3.2)
whereas in the other coordinate system we have

oT oT dy'  OT 0y?

)= — 2 L =TT 33

0s () oyl s + Oy? 0Os (3.3)

Since the value of 9T'/9s is independent of the coordinate system we can write

oTor T ow _oToy oT oy
ol ds = 922 8s Oyl ds = Oy? Os

It is clear that this expression is valid no matter what is the form of the temperature field T'.
We may therefore as well write
ozt 0 oz? 0 oyt 0 oy? 0
v(s)z——1+—72:i71+ J (3.4)
Js Ox Js Ox ds Oy Js ay
where v(s) is a differential operator that can act on any temperature field T'. It is, of course,
independent of the temperature field and only dependent on the curve ~(s). We will call this
operator the tangent vector at s along the curve ¥(s). In the (z!,2?) coordinate system we can
write this vector as

()_aixli_i_aiﬁi_aixl +67.232 — 87]:1% _(1 2)
N = s 0al T s 0x2 Bs VT 0s 2T \asas ) Y

where we denoted e; = 0/dx" which act as two linearly independent basis vectors. The last
two terms between brackets give the standard notation for the vector v(s) as the collection of
components with respect to the basis e;. In particular we have e; = (1,0) and e2 = (0,1). In
the (y',y?) coordinate system we can write similarly

oyt 0 oy* 9 <5y ay) (w!

_9% 9 9% 9 2
v(s) = s oyt + Os Oy? 0s’ Os w,w).

where the last two brackets give the components with respect to the basis vectors 9/9y". It is
clear from the chain rule of differentiation that the vector components (v!,v?) and (w!, w?) are

simply related by
i — oz’ 8y3 ,
Z oyl ds Z 8y3 '
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Our example motivates the following general definition of a vector on a manifold M. A vector
v in a point P with coordinate x = (x!,...,2™) on a n-dimensional manifold M is a linear
operator of the form

v = Zvi(x) 8§3i (3.5)
i=1

that acts on functions T : M — R. If this vector is represented in a different coordinate system
1 mny
y=(y',....y") ie

then from the chain rule of differentiation

0 =0y 0
8362'_;83&87%

it follows that

Wiy = Y@L (36)

c\:
—
&

[

g

<.
<
N~—

(3.7)

These two equations were classically used to define vectors, simply as equivalence classes of
coefficients transforming according Egs.(3.6) and (3.7).

It is, however, possible to give an elegant and inherently coordinate independent definition of a
vector on a manifold. If f: M — R and g : M — R are functions on a manifold M, then from
Eq.(3.5) it follows that

v(af +B8g)(x) = av(f)(z)+Bu(g)(z) (38)
o(fg)(x) = f(z)v(g)(x) +g(z)v(f)(x) (3.9)
where o and 8 are real numbers and we introduced the notation

o)) = 30 (@) oL () (310)

i=1

We can now turn the situation around and use Egs.(3.8) and (3.9) to define vectors on a manifold.
Here it is. A vector v on a manifold M is a linear operator on functions f : M — R having
the properties (3.8) and (3.9). If these functions are arbitrarily often differentiable then we can
prove that v(f) is necessarily of the form of Eq. (3.10). Since the proof is relatively simple we
give it here. Let us start by expanding f(z) in a Taylor series around = = q,

F@) = F@)+ Y20 ) 2 (@) 4 — gy a)

j=1 j=1

where the functions g; have the property that g;(a) = 0. We the apply the linear operator v to
both sides of this equation.

o(f)(x) = v(f(a)) + Z %(a)v(l‘j —a)) + )o@’ —al)g)) (3.11)

Jj=1
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Now from rule (3.9) applied to the constant function equal to 1 it follows that
v(l)=ov(l-1)=1v(l)+1v(l) =2v(1)

and hence v(1) = 0. Therefore for any constant function o we have v(a) = av(l) = 0.
Therefore the first term on the right hand side in Eq.(3.11) vanishes, whereas in the second

term we have ‘ ‘ A A ‘
v(z? —a’) =v(2?) —v(a?) = v(2?).

If we define v’ (x) = v(27) then Eq.(3.11) can be rewritten as

Z axJ Z —al)g;) (3.12)

For the last term in this equation we according to (3.11)

v((@? —al)g;) = (27 — a’) v(g;) + g;(z) v(a? —a?).

If we evaluate this in 2 = a we see that the right hand side vansihes. By evaluating Eq.(3.12)
in x = a we thus obtain

Zvj 3IJ (3.13)

which is exactly what we wanted to prove. It is clear from Eq.(3.13) that the set of vectors in a
point p (with coordinate a) forms a n-dimensional vector space. We can therefore write

a)=) (e,
j=1

where e; = §/0x7 forms a basis of this vector space. We will often denote

and write Eq.(3.13) as
a) = Zvj(a)ej = Zvj(a)a
j=1 j=1

The vector space of tangent vectors in a point p of a manifold M is called the tangent space in p
and is usually denoted by T}, M. Let us give an example. We simply consider the transformation
from Cartesian coordinates (x!,22) to polar coordinates (r,¢) in the two-dimensional plane

given by

zl =rcoso

z? =rsing
The basis vectors (e, e4) in the polar coordinate system are given in terms of the basis vectors
(e1,e2) of the Cartesian system by

o ozt 0 0x? 0 0 )
er—a—ﬁﬁ—l—ﬁﬁ cosqb —l—smqb 5 =cosger +singes

0 _oxt 9 0x* 9
=96 96 0xt | 06 0x2

0
rsm(b —|—Tcos¢ 5 = —rsinge; +rcosges
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These vectors are drawn in Fig.3.2. Note that the basis vector e4 has Euclidean length r. In
general the basis vectors in the new coordinate system need not be normalized nor be orthogonal.

Figure 3.2: A vector v expressed in Cartesian and polar coordinates. In our example the vector
is calculated in point (z!,2?) = (4,3) where v = 5e1 + 5ea = Te, + (1/5)ey.

An arbitrary vector v in the polar coordinate system can therefore be written as
T o) _ r [ J Tl ) _ .1 2
v="1v"e, + 0%y = (V" cosp —v¥rsingle; + (v sin @ + v¥rcos plea = vier + vien

In matrix notation we have

vl [ cos¢ —rsing "
( v® ) B ( sing rcos¢ ) ( v? ) (3.14)

" 1/ rcos rsin vl

( v? ) - r( —sini cosf > < v? ) (3.15)
these relations are the equivalent of Eqs.(3.6) and (3.7) for our simple example. A graphical
picture of a given vector in these two coordinate systems is displayed in Fig.3.2.
The thing to remember from all this analysis is that a vector is not just an arrow with components
but a geometrical invariant object. This can, however, be rather confusing at first glance if one
is used to draw velocity and force vectors as one does often in physics problems. Let us take
the example of a velocity vector, usually written in components as v = (vy, vy, v,) for a particle
in some reference frame. We know that if we move along with the particle then in this frame
the velocity vector is zero v/ = (0,0,0). At first sight this seems in contradiction to Egs.(3.6)
and (3.7) which say that if a vector is zero in one frame, then it is also zero in any other
coordinate frame. What we, however, have forgotten is that the transformation between the
moving frames also depends on the time coordinate. We have four coordinates (¢, z,y, z) and
therefore the invariant vector needs four rather than three components. What turns out to be
the real invariant geometric concept in the description of the motion of particles is the tangent
vector to the world line.
To give an example, let us go back to the example of Fig.3.1. In that example we implicitly
assumed in Eq. (3.2) that the temperature field was only dependent on the spatial coordinates
(', 22). However, in general there is also a time-dependence in the temperature field as the
temperature will, for instance, change from day to night. To describe this case we should have
used the coordinates (¢, 2!, 22) and the flight path is given in these coordinates by

(s) = (t(s), 2" (), 2%(s)) (3.16)

or reciprocally
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where t(s) is the time value when the plane has travelled a distance s along the path. The path
~(s) is therefore simply a world line in space-time. Another parameter, instead of the distance
s, to parametrize the path could be the proper time 7 passed on a clock in the plane. This
is merely a re-parametrization §(7) = ~(s(7)) since there is unique relation s(7) between the
travelled distance s and the proper time 7. Let us, however, stick to the parametrization by s.
Then for a time-dependent temperature field the equivalent of Eq.(3.2) becomes

or, . 9T ot  oT d«'  9OT 9a?

95 = 5t s T out 05 T 0a7 05 (317)
and the tangent vector to the path ~(s) becomes
ot o ozt 0 0x? 0 ot Ox' 0z 0 1 2
v(s)_asat+&s(f9:c1+c‘)saﬁ_(&s’as’as)_(v’v’v) (318)

which is now a tangent vector to world line rather than the tangent vector to a spatial curve.
Had we taken the case that the path was parametrized by proper time 7 instead of s then, of
course, we would have derived Eq.(3.18) with s replaced by 7. In Newtonian mechanics we can
always take 7 = ¢ due to the presence of an absolute time and parametrize the flight path as
(t,z1(t),2%(t)) 1. Let us do this for the motion of a particle in a Cartesian coordinate system
with coordinates (¢, z,y, z). Then the tangent to the world line is given by

dr dy dz

v(t) = (jl% = (1, FTRTE E) = (1,v(1))

Under the Galilean transformation (¥',2',y/,2") = (t,x — uxt,y — uyt, 2’ — u,t) to a frame
moving at relative velocity u = (uy, uy, u,) this four-dimensional vector transforms according to
Eq.(3.6) to

1 0 0 O 1 1
w —ux 1 0 0 ve(t) | ] uk(t) —ug
|l —uw, 01 0 ve(t) || vy(t) —uy
—u, 0 0 1 v, (1) v, (1) — uy

We therefore find the proper addition law for velocities from the vector transformation properties
of four-dimensional vectors. In particular, if v(t) = 0 then v = (1,0,0,0) and w = (1, —u).
The spatial components of these vectors do not transform according to a vector transformation
law, unless we restrict ourselves to purely spatial coordinate transformations.

Let us now investigate how vectors transform under mappings between manifolds. Let ¢ : M —
N be a mapping between manifold M and N then we have seen in Eq.(2.63) that ¢* pulls back
a function f on N to a function ¢*f on M. If we now have a tangent vector v in p on M then
we can assign a vector ¢,v on N by the definition

(@xv)(f) = v(¢"f) (3.19)

We thus have a mapping ¢, : T, M — T, N that maps a vector on M to a vector on N. Since
the mapping ¢ : M — N goes in the same direction, we say that ¢, describes a pushforward of
v. Note that we use a subscript asterisk for pushforwards and a superscript for pullbacks.

1This is, of course, also possible in a given Lorentz frame in special relativity but there ¢ has no invariant
meaning.
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Figure 3.3: Pushing vectors forward to another manifold

The procedure described by Eq.(3.19) looks a bit abstract, but the idea is actually quite simple.
Let us illustrate this again with an example. Consider again the flight path of the plane on the
Earth's surface. We use the standard longitude and latitude coordinates and the time. More
precisely we use the coordinate map

p1(t, Rcos ¢sinf, Rsin ¢sin b, Rcosl) = (t, $,0)

to describe an event. In a more mathematical language we would say that every event on the
surface of a sphere is part of the manifold M = R x 5% (where S? is just a common mathematical
notation for the two-dimensional surface of a sphere and R contains the time variables) and that
we use the coordinate map @1 : M — R? to describe these events. The world line of a plane in
these coordinates is then given by

where the world line is parametrized by a parameter s with a physical meaning that we can
choose (such as a distance or proper time). The tangent vector to this world line is given by

0
o(s) = = (392 00— (ut(s), 0%(s), ()
Let us now describe the motion of the plane from a position in space outside the Earth. The
outside observer is at rest with respect to the center of mass of the Earth but sees the Earth
rotating around its axis. To describe positions in time and space this observer uses four coordi-
nates. We take the corresponding space-time manifold N of the observer simply to be equal to
R* with the identity map ¢, : N — R* as a coordinate map, i.e.

(p2($0,$1,$2,1‘3) — (1‘0,1131,132,$3)

We could have used less boring coordinates on R* than the Cartesian ones and make the coor-
dinate map 2 less trivial but this would not make our example more clear. The world line of
the plane in these coordinates is given by

(s) = (2°(s), 2 (s), 2°(s),2%(s))

How are the coordinates 27 related to the coordinates (t,¢,0)? This is established by a map
¢ : M — N that assigns a point in space to a point on the Earth's surface. If we take into
account the uniform rotation of the Earth with angular velocity w one readily sees that this map
is given by

H(t, Rcos ¢sin @, Rsin ¢sinf, Rcosf) = (x°(t, ¢, 0), 2 (t, 9,0), 22(t, ¢,0), 23(t, $,6)) (3.20)
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where we defined

Ot ¢,0) =t

2t (t, ¢,0) = Rcos(¢ + wt)sin
22(t,¢,0) = Rsin(¢ + wt)sinf
23(t,¢,0) = Rcos 6

Figure 3.4: World line of a plane in Earth surface coordinates and as seen form an observer in
outer space.

With these assignments we have 27 (s) = 27 (t(s), ¢(s),0(s)) etc. The tangent vector ¥ to the
world line 4(s) in N is therefore given by

DR R T

YT 85 T Vas as  ds ' os

Since . . . }
o0 _ov ot 0w 0p 0 00
ds Ot 0s  0¢ Os 00 0Os

we can write

0" Bt 0g 00

AN W RIED

s) | T | e ex ox 00(8) (3.21)
t

7°(s) o o ond v'(s)

ot 0 08

This provides an explicit mapping of a tangent vector v in M to a tangent vector ¥ in N. Let
us now see how the same transformation is produced from the definition of a push forward. Let
f : N — R now be an arbitrary function on N and p an arbitrary point of M with coordinates
(t, ¢, 0) then using the map (3.20) between M and N we have

(gb*f)(p) = f(¢(p)) = f(.%‘o(t7 o, 9)7 xl(tv o, 9)7 xQ(tv o, 0)7 .%‘3(15, o, 9)) (322)
Let us now consider an arbitrary vector on M of the form

0 0 0
— ot o = 0=
V=0 t+v + v 7 (3.23)
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Then this vector can be pushed forward to a vector w = ¢,v on N using Eq.(3.19). We have

L0 d d
w(f) = (0)(f) = v(6" ) = ( S va) F(6())
N L R AN ) i 01
where we defined _ ' _
wi =t 9% 002 9027

v
ot ¢
It remains to calculate

gt(xo ot 2%, 2%) = (1, —wRsin(¢ + wt) sin 0, wR cos(¢ + wt) sin 6, 0)

36(13 (2%, 2, 2%, 2%) = (0, —Rsin(¢ + wt) sin 0, R cos(¢ + wt) sin 6, 0)

0

20 — (2%, 2, 22, 2%) = (0, Rcos(¢ + wt) cos O, Rsin(¢ + wt) cos O, — sin §)

From this we find that we can rewrite Eq.(3.24) in components as

w’ 1 0 0 ¢
wh | | —wRsin(¢ +wt)sind —Rsin(¢ +wt)sinf R cos(¢ + wt) cos b v¢
w? | T wRcos(¢p+wt)sinf  Rcos(¢p+wt)sind  Rsin(¢ + wt) cos v@
w? 0 0 —sinf v
(3.25)

This map tells us exactly how to map an arbitrary vector on M to a vector on N. It is exactly
of the same form as Eq.(3.21) but is a generalization of it since it applies to any vector on M
not only the tangent vectors to y(s). Let us however, go back to the world line v(s) and choose
s =t such that we have the parametrization

Y(t) = (t, (1), 6(1))
The tangent vector to the world line in M is then given by

) 96 09
o(t) = (0'(0), 07 (), 0 (1) = (1, 57 50)

If we insert this expression into the right hand side of Eq.(3.25) and consider the spatial com-
ponents w(t) = (w!,w? w?) of w we recover a three-dimensional vector that describes the
velocity of the plane with respect the observer in outer space. In particular, when the plane is

at rest on the Earth's surface we have v(t) = (1,0,0) and we find that

—sin(¢ + wt)
w(t) =wRsinf |  cos(¢ + wt)
0

and therefore for the space observer the plane moves with constant angular velocity around a
circle with radius Rsin6.
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3.2 Metric and volume

3.2.1 Metric

A metric is a generalization of the concept of inner product in a Euclidean space. Inner product
itself generalizes the intuitive concept of orthogonality between vectors. Let us imagine a function
g(v,w) of vectors v and w which has the property g(v,w) = 0 whenever two vectors are
orthogonal, that is when v L w. We have not defined what orthogonality is, but it has the
following properties

lvlw=wlwv

2 vlw=avlwaelR

3] vy Lwandve L w= (v +vg) Lw
Correspondingly we demand ¢ to satisfy
1] g(v,w) = g(w,v)

2] glow, w) = ag(v,w)

3] g(v1 + vz, w) = g(v1,w) + g(v2, W)

Another intuitive property is that if v L w for all possible vectors w then v must be the zero
vector. This leads to the condition

4] glv,w)=0 Yw=v=0

This brings us to the following definition. A mapping g : V x V' — R that assigns to a pair
of vectors (v, w) of a vector space V a real number and satisfies conditions 1]-4] is called a
semi-Riemannian metric.

If we expand the vectors v and w in a basis then we have

n n n n
g(v,w) = g(z vjej, Zwkek) = Zg(ej,ek) viwP = Zgjk viw®
J k J,k 7.k

where we defined g, = g(e;, ex). The special case gji = d;5(= 1 if j = k and zero otherwise)
gives the standard Euclidean inner product.

n
(v,w) = g Sip viw® = vt £ 0" w™
ik

We then define v L w whenever (v, w) = 0. In the case that

-1 0 0 O
o 100
JiZl 0 010
0 0 01
we have
g(v,w) = —vlw! + v*w? + 3w + viw?

This is the Minkowski metric that is left invariant by Lorentz transformations. This is essentially
the only metric we will use in the remainder of these Lectures. After the discussion of metrics
we turn to the next geometric concept, namely the measurement of volumes.
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3.2.2 Volume

One concept that is invariant under coordinate transformations is the concept of volume. More
precisely we want to assign a number to the volume spanned by n vectors. For instance

Vv ¢ (
V) v
P "N (EVRVRWY 3
Figure 3.5: The volume spanned by different vectors
In particular, if W is a vector space then we want a map V(vy,...,v,)

V:Wx..xW: =R
————

n times

that assigns to n vectors the volume spanned by them. Let us list a few of the intuitively desired
properties.

1]
V(avy,ve,...,vn) = aV(vi,ve,...,0,) a€R (3.26)
74 AT
/ /
/ /
T ./‘/' S - X - - \//
v oV
Figure 3.6: Scaling a volume by scaling a spanning vector
where we require this property for the vectors v;,j = 2,...,n as well. If « is negative then

the sign of the volume changes. We are not concerned about this since it gives us extra
information on the orientation of the vectors. We can always defined |V| to be the volume
later.

2]
Viug +wy,va, ..., vn) = V(ug,va, ..., vn) + V(wg,ve, ..., 0,) (3.27)
and similarly for vo = us + wo etc. Pictorially

\ [ A — \
\.:?\ . N (“<;J/" b \\} (H‘ }\:",} )

Figure 3.7: Adding to volumes by adding two spanning vectors
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Finally, if two vectors are identical then the spanned volume should be zero

3]
V(...,Ui,...,0j7...):0 if Uy = Uy (328)

\ 1y \ 1
‘]!‘/‘-/‘. =0 \J !L;)\/,\r’) o

Figure 3.8: The volume spanned by identical vectors is zero

The conditions 1]-3] of Egs.(3.26)-(3.28) uniquely specify the general form of V. From the
conditions (3.27) and (3.28) it follows that

0 = Vut+w,ut+wvg,...,vn) =V(u,u,v2,...,0,)

=0
+ V(u,w,vs,...,v,) + V(w,u,v9,...,0,) + V(w,w,vg,...,0,)

=0

and hence
Viu,wyva,...,v,) = =V (w,u,va,...,0p).

We can carry out the same derivation for any two other argument vectors of V' and therefore
V(v v,.000) ==V(.,v5,..0,0,...) (3.29)

This equation completely fixes the structure of V. If we expand every vector v; in a basis
v; = Zvﬁej
J
then, according to (3.26), we can write

V(vi,...,on) = Z Vil i Ve, ... e)) (3.30)

J1seedn

Let us now introduce the convention that the volume spanned by the basis vectors
er = (1,0,...,0) ex=1(0,1,0,...,0) etc.

is equal to one, i.e.
Vel ea,...,en) = 1. (3.31)

Then any interchange of vectors according to Eq.(3.29) introduces a minus sign. If we consider
a general permutation o(1,...,n) = (c(1),...,0(n)) of the labels 1,...,n then from Eq.(3.31)
and (3.29) we have that

V(eo(iys---»eo(m) = (1) (3.32)

where |o]| is the number of interchanges required to build the permutation . The number
(—=1)lel'is also known as the sign of the permutation. From Eq.(3.28) it also directly follows
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that none of the indices in Eq.(3.30) need to occur twice since such terms are zero anyway. So
the sum can be taken over all possible combinations of different labels and we can therefore
write

<
=
S
S
S
3
N—
I

= Z (=1)lel v{'(l) 07 = det(vy, ..., vp)

g

where the sum over all permutations yields the well-known definition of the determinant. We
can therefore write

vl o o)
V(vi,...,vp) = : (3.33)
uf Up
3.3 Tensors
3.3.1 Definition
Both the metric g(v, w) and the volume V' (vy, ..., v,) are multilinear functions acting on vectors,

which means that they are mapping from a n-fold product of vector spaces V' x ... x V to the
real numbers (or complex numbers if desired)

T:Vx...xV =R (3.34)
—_———

n times

with the property that
T(vi,...,aw; + Buj,...,vn) =aT(v1,...,Wj,...,0) + BT (v1,...,uj,...,v,) (3.35)

Such mappings are called tensors.

N
" y ?
‘ \
/ T L A A
& <« ‘

Figure 3.9: A tensor maps a group of vectors to number in a linear way.

If the tensor acts on n vectors we say that it is a tensor of order n. For instance, the metric
g(v1,v9) is a tensor of order 2 whereas the volume V' (v1,...,v,) is a tensor of order n. If we
expand the vectors v; in a basis

vj = Z véei (3.36)
i=1

for a m-dimensional vector space V' the from Eq.(3.35) we see that
T(viy...,0p) = Z it v T (e, e) = Z Ty, i, Vvt (3.37)
i1.ein i

i1...0n
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where we defined the components of the tensor to be

T; :T(eiu'"vein)

Leoin
Tensors play a crucial role in the theory of electromagnetism. For instance, the Lorentz-invariant
relation between force and velocity is described by the electromagnetic tensor F;;, whereas
Maxwell's equations consist of two tensorial identities involving exactly the same tensor. Fur-
thermore, energy-momentum conservation laws are described by another tensorial identity. It is
therefore important to have a good working knowledge of tensors to follow the remainder of this
course.

The most simple tensor is a tensor of order one. According to Egs. (3.34) and (3.35) this is a
linear mapping

T:V—>R

with the property
T(avy + Pua) = aT(v1) + BT (v2).

If we take a vector v and expand it in a basis as in Eq.(3.36) we have

T(v) =Y v T(e;)=> Tjv’ (3.38)
j=1 j=1
where we defined

Given a basis {e;} in the m-dimensional vector space V' we can define m different first order
tensors e’ with the property ‘

e’ (ei) = 4]
where 53 = 1if ¢ = j and zero otherwise. Every first order tensor can now be written as a linear
combination of the tensors ¢/. This is readily seen. If we write

T=> Tje (3.39)
j=1
then

T(v) = iTjej (ivkek> = zm: ijkej(ek) = i ijkéj :iijj
j=1 k=1 Gk=1 j=1

Jik=1

which is exactly Eq.(3.38). We thus see from Eq.(3.39) that the tensors ¢’ form a basis of the
linear space of first order tensors on V. This space is called the dual space V* of V. With
respect to the basis {7} of V* we can therefore write the tensor T in its vector components as

T = (Ty,...,Tp).

The basis {e’} of V* is called the dual basis of the {e;} of V. Our construction immediately
raises the question whether we can similarly define a basis in the space of n-th order tensors.
This is indeed the case. To do this we start first by defining the tensor product. If T is a tensor
of order p and S is a tensor of order ¢ then we define a new tensor T'® S of order p + ¢ that
acting by

(TR8S) (15, Vptrq) =T (01, .., 0p)S(Vpt1y -+ Uptq)-

We have T® S #S@T but S® (T®U)=(S®T)®U as is easily checked.
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Figure 3.10: A pictorial representation of the tensor product.

With the definition of tensor product the general tensor of Eq.(3.37) can be written as

T= > T ®... @c" (3.40)

215.00yln

Also this expression is readily verified. We have

m
_ 7 %
T(vi,...,v) = E Tiy i, €' ®...Qe"(v1,...,0,)
T15eeesin
m m
_ E: i i _ 2: 0 i
- CZ-"Ll...ln (& (vl) Lo.en (vn) - 1—711”'171 'Ul .o .vn"
T1yeeesin 11,00n

which is exactly Eq.(3.37). We therefore see that the set of n-th order tensors {e"* ®...®¢e'"}
forms a basis of the space of all tensors of order n on V. This space will be denoted by 7"(V).
In particular we have TH(V) = V*.

Let us now study how the tensor coefficients transform under coordinate transformations. Sup-
pose we had chosen a different basis {f;} in V. This basis is related to the old basis by

J

Let us then consider again an n-th order tensor T on V. Then in terms of the dual basis {f7}
the tensor T' has the form

T= Y T .af'®..of" (3.42)
From Eq.(3.41) it follows that for any v
) m ) ) m ) ) m ) )
Fiw) = D v fileg) =) v AT F(f) = Y o' A7)
J J.k i,k

m

= ZA;-vj :iAéej(v).
J J

So with this expression we find from Eq.(3.42) that
m ~ . .
T= Y Ty, Al. Aree. @
1see5tns ]l n
Comparison to Eq.(3.37) then gives

m

L = E I . A in
T71'~~.7n - Eln-ln Ajl e A]n

i1.ein
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This is how the components of a tensor transform under a coordinate transformation. The tensor
is defined independent of a basis as is, for instance, clear for the example of the volume tensor
which measures the volume spanned by n independent vectors independent of the coordinate
system in which they are expressed.

Since the dual space V* of first order tensors is a vector space we can define a new type of
tensor. This tensor is defined to be the multilinear mapping

T:V*x...xV"=>3R (3.43)
—_——
n times
acting on elements wy, ..., w, € V*. Each element w in V* can be written as

m
_§ el
w = wj e
J

and therefore

m m
T(wl, . ,wn) = Z W1,i; + - - Wniy, T(Gil, ceey ei") = Z Til“"i" Wi -+ - w,m(q344)
i1...%

11,00

where we defined
Thin =T(eh,. .. en).

To distinguish the tensors of type (3.34) from the tensors of type (3.43) we give them different
names. A tensor of type (3.34) is called a covariant tensor of order n, whereas a tensor of
type (3.43) is called a contravariant tensor of order n. The simplest contravariant tensor is a
contravariant tensor of order 1, i.e. a linear mapping

T:V" =R

which maps a covariant tensor of order one (or a dual vector) to a number. To be consistent
with our earlier definitions the set of tensors of this form should be denoted by (V*)*, i.e. the
dual space of the dual space, which maybe a somewhat confusing concept. Luckily the space
(V*)* is the same as our original vector space V' since we can define the action of a vector
v € V on a dual vector w € V* to be

and therefore every vector in V' can be regarded as a contravariant tensor of order one. In
particular, we have for e; € V and ¢/ € V* that

ei(e?) = e (e;) = o7

7

and therefore

ei(w) = ij ei(e?) = w;.

As a consequence of this relation we can rewrite the contravariant tensor of Eq.(3.44) as

T=)Y Thie . e, (3.45)

i1.min
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Let us now see how this tensor transforms under basis transformations. from Eq.(3.41) it follows
that

fi= (A]e; (3.46)
j=1
where A~ is the inverse matrix defined by
S aaL = o
1=1

If we now describe the tensor T in basis {f;}

T= Z Thinf, ®...89 fi,
i ein
then it follows from Eq.(3.46) that
T= > TwiAH (AN, .. @,

i1-<~7;n7j1---jn

and we see by comparing to (3.45) that

m
1 Fiq.in ( A—1\7 —1\jn
Todn = N Tt (AT (AT
i1..n
We thus see that the components of a contravariant tensor transform in an opposite way as
compared to the basis transformation (3.41). This is the origin of the words covariant and
contravariant.

After having defined the covariant and contravariant tensors we can go to the final generalization
by introducing the mixed tensor. A tensor that is covariant of order k and contravariant of order
[ is a multilinear mapping

T:Vx.. xVxV*x..xV*=3R

k times l times
that assigns to k vectors vy,...,vr € V and [ dual vectors wy,...,w; € V* the real number
T(vi,..., V%, Wi,...,wp). Interms of a basis {e;} in V and its dual basis {e’} in V* this tensor
can be written as
m . .
T = Z T/ Teh ... ®e* e, ®... ¢, (3.47)

G100 Tk, 1.1
The transformation rule under a basis transformation for a mixed tensor is derived completely
analogously as that for the co- and contravariant tensors. If in a new basis {f;} in V and its
corresponding dual basis we have
m

T= Y Tifre..ef efe.0f

ik
11 0k,J1-- 01

then we have that

m

TIdr Z Tg;':.ﬁiz Af; AZB: (A—l)jl o (A—l)jz

1.0k ag g
B1...Br,a1...0
This was how historically a tensor was first defined, as objects with indices that transform under
basis transformations in this way. The space of tensors on a vector space V' that are covariant
of order k and contravariant of order [ is denoted by 7,%(V).
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3.3.2 Operations on tensors

Now that we have defined general tensors we can define some commonly used operations on
them. One of the simplest ones is the contraction . A contraction with respect to indices p and
q is a mapping
Tk k-1
T (V)= T2 (V)
which is most easily defined in terms of the tensor components. We define
m
FJ1---Jp—1Jp+1---J1 J1--Jp—1T Jp41---J1 (3 48)

i1 lg—1%g+1---Tk 01..8g—1 T lgt1---Tk
r=1

For instance, the contraction c} : 753(V) — T2(V) is defined by
7J2J3 _ T j2j
Ti; 3 _ ZTM; 3
r=1

We defined this operation in a basis but as an exercise you can easily convince yourself that the
definition (3.48 ) is indeed basis independent.

The next operation that we define on tensors is usually referred to as the "raising and lowering
of indices". We have established a mapping V' — V* from a vector space to its dual by e; — e**
after choosing a basis. However, this mapping depends on the choice of a basis. A basis-
independent mapping can be defined when our vector space V' is equipped with a metric g(u, v).
Being a second rank covariant tensor the metric tensor g can be written as

m
9= Zgij e @e
ij

where g;; = g(e;, e;). We further define a corresponding contra variant tensor g* by

m

g =Y g'ei®e; (3.49)

ij

where the matrix g% is the inverse of g;;, i.e.
m .
> 979 =8,
j=1

(we show below that the inverse exists). Using the metric tensor we can define a mapping from
V to V* as follows. To every v € V we assign a dual vector v € V* acting on vectors u € V
as follows

0 (u) = g(v,u). (3.50)

This defines a mapping b : V. — V* which assigns v” to v which is clearly independent of the
choice of a basis. Since the dual vector v” (pronounced "v flat") is in V* it can be expanded in

a dual basis as
n
b b g
v’ = E vie
j=1

where v} = v’ (e;). This coefficient is readily calculated from Eq.(3.50). We have

Vi =0 (e;) = g(v,e5) = > _v'gleie;) =Y v g
[ i
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Since the location of the upper or lower index indicates that we deal with a vector or its dual
one often simply writes 11? = v; such that

b_ i
vjvava 9ij

i
One says that the dual vector is obtained by lowering the index with the metric tensor. A natural
question to ask is whether this mapping is invertible. This is readily shown to be a consequence

of the non degeneracy of the metric. Suppose that for two vectors v; and vs in V' we have
v? = v5. This would imply that for all vectors u in V'

g(vhu) = ’U?(U) = U2(U) = g(/UQuu)

and therefore

g(vy —vg2,u) = 0.
The non-degeneracy of the metric then tells us that v; — vo = 0 or v; = vs. This means that
the mapping is indeed invertible. The next question we can ask is whether for any w € V*

there is a vector v € V such that w = v*. This is indeed the case and follows also from the

non-degeneracy of the metric. Let us start by taking m linearly independent vectors v; € V' for

j=1,...,m. and construct the m duals v‘;. We first show that the dual vectors v? are a basis

in V* and hence and w € V* can be written as a linear combination of them. Let o/ be a set
of m coefficients and suppose that

0= Zaj v? (3.51)
j=1

As a consequence of the definition of 115- this implies that
m m m
0= ZCEJ vij’(u) = Zaj g(vj,u) = g(z o’ vj,u) (3.52)
j=1 j=1 j=1
Since g is non-degenerate this is only possible for all u when
m
0= Z o’ ;.
=1

However, since the vectors v; where chosen to be linearly independent this is only possible when
ol = 0. It therefore follows that Eq.(3.51) can only be valid when all coefficients vanish. But
this implies that the dual vectors vg form a basis for V*. Therefore any w € V* can be written
as a linear combination of them, i.e.

m

w(u) = Zﬂj v;(u) = Zﬁj g(vjvu) = Q(Zﬂjvjau)
j=1 j=1

Jj=1

We therefore see that for any w € V* there is a unique vector v € V such that w = . Let us
denote this vector associated to w by w® (pronounced "w sharp"). More precisely, it is defined
by

w(u) = g(wk, u).

This defines a mapping # : V* — V which assigns w! to w. If we expand w?® in a basis in V*

we have
m
wh = § wﬁ:Jej’
j=1
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and therefore
m

m
w; = w(e;) = Q(wﬂ, ;) = Zwﬁ’jg(eg‘, e;) = Zwﬂ’jgﬁ
j=1 j=1

Multiplying both sides with the inverse matrix g** (which we now know exists since we proved
that w* is well-defined) of Eq.(3.49) and summing over i then gives

wht = Z w; g* (3.53)
i=1

Again since the location of the indices tells whether we deal with vectors or their duals one
often writes w** = w7. The vector w* with coefficient w’ is then obtained by raising the
coefficients of the dual vector with the inverse metric. The mappings # and b between V and V*
are often called the "musical isomorfisms". Rather than raising and lowering tones as in music
they raise and lower indices of tensors. We will now extend the raising and lowering operations
to general tensors. We will start with a few examples. Let us consider a rank two covariant
tensor T' € TZ(V) which has the form

m

ij

To this tensor we can assign a mixed tensor T’ € T;'(V') acting on a vector u and a dual vector
w by the definition )
T(u,w) = T(u, w?) (3.54)

The mixed tensor is of the form .
P-SHeo
iJ
We therefore have in a basis

S Ty = Tluw) = Tluw) = Y Tt = 3 T,
ij ik ijk
and we therefore see that N '
T} = ZTika]
k

We therefore see that we have raised the second index of T' by the inverse metric tensor. This
was to be expected since the symbol sharp f appeared in the second argument on the right hand
side of Eq.(3.54). In a second example we will lower an index. Consider a third order mixed
tensor 7' € T,}(V) of the form

T:ZTijkei@ej@ek
ik

We then assign a new tensor T' € T2(V) by
T(u,v,w) = T(u,v”,w)

where u,v € V and v”,w € V*. The transformation of the tensor coefficients follows immedi-
ately by writing out this equation in a basis

E Ti’;uivjwk = T(u,v,w) = T(u,v”,w) = E THRui vt wy, = E T gjviwy,
ijk ilk ijlk
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and we therefore find that

= 1k

T =Y T (3.55)

1
We therefore lowered an upper index to a lower index using the metric tensor. We note that
when raising and lowering indices it is important to keep track of the order of the indices (e.g.
is T obtained from T}, or T, after raising an index?). We therefore invent a suitable notation.
We illustrate it with an example. Let T € T3(V) be a mixed tensor acting on two vectors
v1,v2 € V and three dual vectors wy, ws, w3 € V*, but not in the order of Eq.(3.47). Instead
we have the order
T'(v1, wr, w2, v2, w3) (3.56)

If we write this out in a basis we write

m
T= E 7_;1231-456“®€i2®6i3®614®6i5
21...15

i.e. the order of the indices up and down correspond to the order in which the arguments in
Eq.(3.56) appear. With this notation the tensor of Eq.(3.47) is written as

T= > T, 7"e"®. . 0 .. .0¢,

21...1
110k, J1--J1

With these preliminaries the raising and lowering operation on a general tensor is then described
as follows. If T € TP(V) we can define assign a new tensor T' € 7:;:11(‘/) by the following
procedure. If T" acts on a vector as its j-th argument. Then we define

for that argument and leave all the other arguments untouched (they are suppressed in the
notation). This will raise the j-th index of the tensor T'. This corresponds to our first example
of Eq.(3.54) . In our new notation we have for the indices in this example

m
T = Z Tig™
k=1

where we raised the second index. If had chosen to define T'(w, u) = T'(w!, u) instead we would
have obtained
T =2 Tig"
k=1

which raises the first index. The procedure for lowering an index is analogous. If '€ TP(V') we

can define assign a new tensor T' € 7f_+11(V) by the following procedure. If T" acts on a dual
vector in its j-th argument we define

for that particular argument and leave all other arguments unchanged. This will lower the j-th
index of the tensor T. This is what we did in our second example of Eq.(3.55). Being careful
with the order of the indices we can write this in our new notation as

7k Ik
Tij = E T; gij
l
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from which it is clear that we lowered the second index.

Now that we have defined the operation of raising and lowering indices it is clear that we
can also apply it repeatedly. For instance,

m
T =3 gy, (357
pq
which in our basis-independent notation amounts to

T(wy,ws) = T(wh, wh) (3.58)

for two dual vectors wy and ws. In the component notation of Eq.(3.57) we removed the tilde
on the left hand side of the components. This is customary notation as the upper indices already
indicate that we deal with a different tensor. An interesting special case is obtained when we
take T' = g equal to the metric tensor. In that case Eq.(3.57) becomes the identity

97 = 979 9o = Y _ 975} = g” (3.59)
prq p

where we used g;; = g;;. We further see from Eq.(3.58) that we have the identity

g*(wla w2) = g(wga wg)

for two dual vectors w; and ws.

3.3.3 Properties of the metric

The metric tensor presents a non-degenerate metric. In Appendix A we will show that for any
non-degenerate metric on a m-dimensional vector space V' we can always find a basis e; in V

such that
+1 ifi=j5fori=1,...,m
9ij = 9(ei,e5) = 0 otherwise

Such a basis will be called an orthonormal basis for the metric g. For the case of a Minkowski
metric on a 4-dimensional vector space the metric looks as follows

In this case (and in fact for any non-degenerate metric) we can distinguish three types of vectors
v

g(v,v) >0 space-like vectors
g(v,v) =0 light-like vectors
g(v,v) <0 time-like vectors

The vectors with g(v,v) > 0(< 0) point more in the space (time ) direction than in the time
(space) direction and are called space- (time-) like vectors. Vectors with the property g(v,v) =0
describe the propagation of light rays and are hence called light-like.
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A vector space with metric g can have a completely light-like basis. For instance, for our
Minkowski metric in terms of an orthonormal basis e1, s, €3, €4 with

1= —g(e1,e1) = g(ez, e2) = g(es, e3) = glea, €4)
and g(e;,ej) =0 for i # j we can construct a new basis w1, u2, us, us given by
(u1,us,us,ug) = (€1 — ez, e1 + ea,e1 +e3,e1 + eq)
One can check that all u; are light-like
g(uisu;) =0

The vectors u; are linearly independent and form a basis. We can, for instance, express the
original basis ¢; in terms of the new basis as follows

1 1 1 1
§(U2 —u1),uz — JUL U2, Us — SUL — 5”2)
Hence any other vector in V' can be expressed in terms of the vectors u;. The existence of
purely light-like bases means that the standard proof for the existence of an orthonormal basis
for positive definite inner products can not carried over directly to non positive definite inner
products such as the Minkowski metric. The standard proof is based on the Gram-Schmidt
procedure which assumes any vector to be normalizable to one, which clearly fails for light-like
vectors. The existence of a basis can nevertheless be proven and the proof is presented in
Appendix A.

1
(e1,e2,e3,€e4) = (§(U1 + us),

3.3.4 A metric on the space of tensors

The metric g can be regarded as defining a non positive-definite inner product between vectors.
For any two vectors u and v in V' we can define

m
(ulv) = g(u,v) = Z giju'v’
ij
We can define such an inner product for dual vectors wy,ws € V* as well by defining
(UJ1|U)2) - g ’LU1,U)2 Z g wl W2 5 (360)

After our discussion on the raising and lowering of tensor indices in the previous section it is not
difficult to construct a generalization of these two equations which provides an inner product
between general tensors. For instance, for tensors T,.S € TZ(V) we can define

T|S ZTlllQS’leQ = Z 21125j1j29i1j19i2j2

1142 1182712

This brings us to the following general definition. For 7', S € TP(V') we define

m
_ J1-- ]q i1. 7
Mgy = S Thigh (3.61)
’il“.ip,jl...jq
where
m

Gi1etp ly.. i1k1 ipk ) )
Sjl.i.jq = § : Sk1 k 9 PGl - Glydg

Ky kepol1 .l

by raising and lowering of all the indices. It is not difficult to check the following properties of
this inner product:
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L. (7]9) = (S|7)

2. (a1Th + a2T3|S) = a1 (T1]S) + aa(T3|S) for ay, s real numbers and a similar linearity
applies to the second argument S.

3. If (T'|S) =0 forall S € TP(V) then T'=0

These properties tell us that Eq.(3.61) defines a non-degenerate metric on the space of all tensors.
From the previous section we know that any non-degenerate metric allows for the existence of
an orthonormal basis. We therefore conclude that there is a basis of tensors ¢; € TP(V') with
the property

(eile;) = =£1 fori=1,...,m(p+q)
(ei\ej) 0 for 4 7éj

The simplest case of a tensor inner product is, of course, the metric itself for which
9i = 9(€i, ;) = (eile;)

and hence if e; is an orthonormal basis for the metric then it is trivially also an orthonormal basis
for the tensor inner product. The next simplest case is that of the inner product of dual vectors
as in Eq.(3.60). If €7 is a dual basis to e; then since w; = w(e;) we can write Eq.(3.60) as

(wi|wz) = Z g wi(ei)wa(e;)

and in particular
m m
(€k|el) — Z gzjek(ei)el(ej) _ Z g”éféé _ gkl
ij 7

In case that e* was dual to an orthornormal basis we have that g is diagonal and ¢% = ¢;; = +1

and hence
kyoly j:l |fk:lfork:1,,m
(ele’) = { 0 otherwise

Let us now consider two special p-th order covariant tensors of the form
T=v1®...00, S=u1®...0up

where u;,v; € V*. Then

m

§ . gl ipIp gy - :
V1,4 ~-~Up,ng ... g uLJl "'U‘p’]p
i1~"7;p7.7'1~~~jp

= (wifv) ... (uplvy) (3.62)

(T15)

From this expression it follows that if e; is an orthonormal basis in V then the tensors e ®. . .®e'»
form an orthonormal basis for the p-th order covariant tensors 77 (V), i.e.

(" ®..Qe"le*®...0e") = (e]eft)... (e|el?)

_ gt gtede = £1 if (i1...dp) = (J1---Jp)
0 otherwise
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For the discussion in the next section it is necessary to pay some extra attention to the anti-
symmetric covariant tensors. An arbitrary such tensor can be written as

T = Z Tilmipe“ ®...Q¢€%w

where T;, . i, = T(ei,...,e;,). Since T'is anti-symmetric we have
T(ea(l)a EERE) eo’(p)) = (_1)‘U‘T(€1a R ep)
where ¢ is a permutation of the indices (1,...,p). For an anti-symmetric tensor S and T we

can thus write the inner product as
m
T‘S Z Tzl i ’L iy p| Z Tilmipgil...ip
i1 <...<ip

where we sum over all ordered p—tuples i1 < ... < ip of the set (1,...,m). For the anti-
symmetric tensors of order p it is convenient to redefine the inner product as

(T, S) = I%(T|S) (3.63)

such that
m
Z Tilmipszl...zp
i1 <...<ip

Let us now see what the orthonormal basis is with respect to this inner product. From the
anti-symmetry of T' it follows that

T

m
E Til...ip e"®...Qer
—

- i El“-ip Z(_1)|U|60(i1) ®-..®€U(ip)

i1 <. <ip o
m
= > Tiyget (3.64)
i1 <. <ip

where we defined the basis tensor
iy — Z |U|ea(11 L® ea(ip)

When V is an m-dimensional vector space then there are (’;) such basis functions. Let us
now calculate the inner product between two such basis tensors. We have, when 7,0 and p are
permutations and 7 = p o o that

<ei1...ip7 ejl...jp> — p' Z IUl-HTI U(i1) R...0 ea(ip)|e'r(j1) Q... eT(jP))
= |Z Dol (=1)loltlel(eotin) |groain)y | (golin) |eroolin))
p:

= Z(_l)\p\(eu el | (etr|ePlUn))

p

= Z(_l)\p\gil PUL) gt PUr) = det(G) (3.65)
P
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where G is the matrix with entries G,,, = g'»%. For instance

13 14

12 34 g g
e e’ =
< > ’ 923 924

In case that the basis e; is orthonormal we have from Eq.(3.65) that

(v eitdn) = Z(_Dlp\ 5;1“1)._,5;12%)9"1“...gi”“’
P
= o g g (3.66)

where we defined the symbol

o 1 if (41...14p) is an even permutation of (ji ...Jjp)
o =4 =1 if (i1 ...ip) is an odd permutation of (ji ... Jp) (3.67)
0  otherwise

For instance,
12 12 12 _
015 =—01 =1, 65=0

Since for an orthonormal basis g’ = 41 we see that in such a basis the tensors e’ti» for
i1 <...<1ip forman (?)—dimensional basis for the anti-symmetric covariant tensors of rank p,
i.e.

(v ghiny = g giviy — 4]

(ehtv eltdry = 0 i (ip <...<ip) # (1 <...<Jp)

This concludes our discussion on the inner product of tensors.

3.3.5 The wedge product of tensors

In the theory of electromagnetism and in physics in general anti-symmetric tensors play an
important role. For instance, the central quantity in electromagnetism is the anti-symmetric
field tensor F),,, which is also closely related to the concept of curvature. Another reason anti-
symmetric tensors are important is that they describe volume elements and consequently they
play a crucial role in integration of volumes or fluxes. We will describe this in more detail later.
For the moment we recall the volume tensor

n

V(vi,...,von) = Z vt vV (e €)

J1---Jn

where V(eg1), .-y €om)) = (=1)lel. If we define

o { 1 if (j1...Jn) is an even permutation of (1...n)
J1---In

—1 if (j1...Jn) is an odd permutation of (1...n)

then we can write
n
_ J1 in
V(vi,...,vp) = E €jy i V100D
jl-ujn

or equivalently
n

V= Z € n €1 ® . ®er (3.68)

Ji---Jn
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Let us now look at more general anti-symmetric tensors such as
T=a'®e?—e2@e)+pelwe® 2 @e!) +vy(e? ®@e® —e® ®e?) (3.69)

It is easy to check that T'(vi,ve) = —T'(ve,v1) for all vectors vi,ve € V. If S and T are
anti-symmetric tensors then their tensor product is in general not. For instance, if S € T3 (V)
and T € TZ(V) are both anti-symmetric then

(S®T)(v1,v2,v3,v4,05) = S(v1,v2,v3)T (v4,v5)

is not anti-symmetric upon interchange of the vectors vy, va, v3 with vy, v5. We will therefore in-
troduce a new product S AT, known as the wedge product that does produce an anti-symmetric
tensor. First some definitions.

We define QP(V) to be the space of p-fold covariant anti-symmetric tensors on a vector
space V. We include the case p = 1 as well and define Q'(V) = V*. Then a set of indices
(41...4p) will be denoted by I and similarly a set of indices (ji...jp) will be denoted by J.
Further

vr = (Vi -+ -, 0i,)
and
=6y
where 5;1;‘; was defined before in Eq.(3.67). Then for S € QP(V) and T € Q4(V') we define
SAT € QPT9(V) by
(SAT)(vr) = ',Za %9 (3.70)

where JK = (j1...jp. k1...kq) . J = (J1...Jp) and K = (k1 ... k,) are subsets of I. The sum
in Eq. (3.70) runs over all subsets of I. Since 67 changes sign upon interchange of any two
indices in I it is clear that the tensor S AT is anti-symmetric and hence element of QP14 (V).

Let us give an example. If S € Q%(V) and T € QY (V) = V* we have

1
(S AT) (01,02, v8) = 5 [ 6133 (01, 02) T(vs) + 033 S0, 01) T(vs)
+6153 S(v1,vs) T(v2) + 6153 S(vs, v1) T (va)

0833 S(v2, ) T01) + 0134 S (v, v2) T(v1) |

Z%(S(Ulﬂa) — S(va,v1))T(v3) — %(S(’Ul,U3) — S(v3,v1))T(v3)
+ 5 (802, v) — (05, 12))T01) (371)

This represents an anti-symmetric tensor, even if S would not have been anti-symmetric (and
this is also true for the general Eq.(50)) . However, since we know that S(vy,v) = —S(v2,v1)
we can simplify Eq.(3.71) to

(S A T)(Ul,vz,vg) = S(Uh UQ)T(U3) — S(’Ul,vg)T(Ug) + S(’UQ,’Ug)T(’Ul) (372)

This procedure works in general. If S and T in Eq.(3.70) are anti-symmetric (and they are by
definition) we can rewrite the equation as

(SAT)(v Zé S(vy) T(vg) (3.73)
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where now J = (j1 < ... < jp) and K = (k1 < ... < k,) are ordered subsets of I. This is easily
derived by noting that both 7% and S(v;) and T'(vk) are anti-symmetric under permutations
of indices in J and K. For example, if S, T € Q*(V) then

(S AT)(v1,v2,v3,v4) Z Z 5@?4’61]62 S( 1}31 ) sz) T'(vky Uk, )
J1<J2 k1<kz

=61531 S(v1,v2) T(vs,v4) + 615314 S(v1,v3) T(v2, v4)
=61533 S(v1,v4) T(va,v3) + 87531 5(027 v3) T'(v1,v4)
=67334 S(v2,v4) T(v1,v3) + 03333 S(vs,v4) T(v1,v2)

= S(v1,v2) T(v3,v4) — S(v1,v3) T(va,vs) + S(v1,v4) T (v2,v3)
+8(v2,v3) T(v1,v4) — S(v2,v4) T(v1,v3) + S(v3,v4) T (01, 02) (3.74)

One can again check that this tensor is anti-symmetric and hence an element of Q*(V). We
have thus established the mapping

A QP(V) x QUV) — QPT(V)

This product is known as the wedge product. If S € QP(V) and T € Q4(V) then we see that

(SAT)(wr) = > 675 S(vy)T(vk) = (1P D 67 T(vk) S(vy)
J K

J K

(—1)77 (T A 8) (ur)

since we need pgq transpositions to go from JK to KJ. We thus have

(SAT)=(-1)PYT AS) (3.75)
We can further check that for S, T,U € QP,Q9,Q" that
(S A(T AU Za V(T AU (vg)
= Z 6IJK5 S 'UJ) ( )U(UM) = (S}ILM S(UJ) T(’UL) U(UM)
JK,L,M JL,M
= Z 5JL (S?IM S(’UJ)T(UL) U(UM) = (S?ZM (S/\T)(UN) U(’U]u)
JL,MN M,N

— (S AT) A D))

where we used that
Z 5}11( 5;{1\4 _ 5}]L1v1

which is an identity that you can check for yourself. We have thus shown that
SATANU)=(SAT)AU.

There is therefore no need to use brackets and we can simply write SAT AU. We can therefore
apply the wedge product repeatedly. In particular when T; € Q!(V) = V* for j = 1...n then
we can calculate that

(T A AT (01, yvn) = Y 6057 Tivy,) - To(vy,)

J1i--Jn

= Z(il)lal Tl (UU(I)) cee Tn(va(n)) = Z(il)lal To(l)(vl) cee Ta(n) (vn)

o o
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where we sum over all permutations o of the labels and therefore

TAAN...NT, = Z(_l)hf\ Tg(l) Q... ®Tg(n).

g

If we take the special case T}, = e’*, i.e. the dual basis vectors, then we have

e AN =) (- @ @ e () (3.76)

g

We see that these are exactly the basis vectors e’t-i» encountered in Eq.(3.3.4). We can
therefore express a general anti-symmetric tensor as in Eq.(3.64) as

T= > T e A Nev (3.77)

i1<...<ip
We have, for instance, from Eq.(3.76) that
elne?=el@e? —e?@e!
and therefore the antisymmetric tensor of Eq.(3.69) can be rewritten as
T=ae' Ne?+Bet ned +ye? Ae?

With the short notation e! = et A ... Aer, Ty = T ..i, and [ = (11 < ... <ip) we can write
Eq.(3.77) compactly as

T:E:ﬂd
I

If the dimension of the vector space V' is m then the number of basis functions e’ is given by
(’;) since to construct all e’ we need to pick p distinct integers out of m. We this have that

dmr (V)= (™) = — ™ o —dimV (3.78)
(p> pl(m — p)!

Let us now think a bit about the geometrical meaning of the wedge product. If we take u,w € V*
then we have

m m m
_ ot o = ot J
uNw = u;e | A w;e = u; wj e Ne
i Jj ij
m

= i (uiwj — ujw;) e’ A el = Z

1<j i<j

Ui Wy
uj Wy

e’ Ne (3.79)

Now the 2 x 2-determinant in this equation describes the area in the (¢, ¢/)-plane spanned by
the vectors u and w projected on that plane. Pictorially, when V* is three-dimensional
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@

.,
\

Figure 3.11: The are spanned by vectors u and w in the (e!, e?)-plane

One has, however, to be a bit careful with this picture since we have not assumed anything
about the orthogonality of e, €2, e3 which requires a metric to define. We will, however, often
take an orthonormal basis. More generally, we have

wi AL AWy = g Wiy - Wpi, € AL NP
i

P
B Z Z(il)‘gl Wi,6(i1) - -+ Wn,o(ip) eLALLL Ner

i1<...<ip lea

= Z det(w;,,...,w;) e A... A€ (3.80)

i1 <. <l
where det(w;,,...,w;,) is the p x p-determinant of vectors w;,,...,w;, € V* with only
rows (i1,...,%p) present. This is precisely the p-dimensional volume spanned by the vectors
Wi, , ..., w;, projected on the (e'*,...,e')-plane of the m-dimensional space V*. This feature

explains why the anti-symmetric tensors play an important role in the theory of integration.

3.3.6 The invariant volume

In Eq.(3.68) we presented the volume tensor. In our new wedge notation this expression can
now be written as
V=eA...Ne"

Let us now consider the transformation to another dual basis f7 of V*, i.e.

n
i ipj
e = E ij
Jj=1
Then the volume tensor V' becomes

V=Y B ..Bl f"A.Afr= Y Bl .. .BpI AL AT
J1seedn J1y-esdn

=det(B) f' A... f (3.81)

Let us further look at the transformation of the metric tensor g to the new basis. We have

n n n
g=Y g e =% g;BB ffaf =3 g.ffof (3.82)
ij kl

ijkl
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where
n .
Gh1 = E 9i B, B]
1

is the metric tensor in the new basis. By taking the determinant on both sides of this equation
we see that

det(g’) = (det(B))*det(g)

If we denote g = det(g) (unfortunately the tensor and its determinant have the same name, but
in practice it is allows clear from the context which meaning one should use) then this equation

gives
VIg'l = |det(B)]/]g] (3.83)

Let us consider basis transformation that do not change the orientation of the basis, i.e.
det(B) > 0. Then from Eq.(3.81) and (3.83) we see that

lglet Aoone” = gldetB) fAA . A= V|g | AN A fT

Therefore the quantity
Q=+/|gletn...ne” (3.84)

transforms as a scalar under basis transformations. The quantity € is known as the volume form.
So far we have not said anything about the properties of ¢/ and f7 (apart from the fact that
they are a basis). If we make the special choice of an orthonormal basis g(e;,e;) = £4;; then
lg| = 1. in terms of the corresponding dual basis ¢’ in V* the volume form 2 then attains the
simple form

Q=e'A...Ne&"

However, when transforming this equation to a general other basis, one should remember that
there is a hidden +/|g| = 1 in this equation.

3.4 The Hodge x operator

We note that the space QP(V') of anti-symmetric tensors of order p on a vector space V of
dimension n has the same dimension as the space Q2" ?(V') of anti-symmetric tensors of order

p n—p

This opens up the possibility of an invertible linear mapping
*: QP(V) = Q" 7P(V)

known as the Hodge star operator that assigns a tensor of order n — p to a tensor of order p.
It is not difficult to interpret this geometrically. If we consider a p-dimensional plane W in a
n-dimensional space, then the space W+ spanned by the vectors orthogonal to W is (n — p)-
dimensional. Note that to speak about orthogonality we first need to define a metric. We have
seen in Eq.(3.80) that the p-form e’ A ... A e’ can be regarded as spanning a p-dimensional
volume. We can therefore try to construct the mapping * by assigning to a p-form that spans
W a (n — p)-form that spans W=, Let us draw this pictorially. To draw orthogonal axes we
assume an orthogonal basis. Let us take n = 3 and the 2-form e' A e € Q2 and (¢', ¢?) = £6
as in Eq.(3.66). We then have
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e Ao = Qiea

Figure 3.12: Geometrical interpretation of the wedge product

If we imagine e! A €2 to be spanning a square in the (e!, €2)-plane then the orthogonal space is

spanned by €3, so we would write
*(e! A e?) = +e?

where we would still need a good convention for the + sign in this equation. Similarly we would

have
*(e! N ed) = +e? * (2 N e®) = xel.

The signs can not be chosen arbitrarily if we want the mapping % to be independent of the basis.
We can see this in a simpler example where V is two-dimensional and Q7 = Q! = V*.

Figure 3.13: Two different orthonormal bases

1 and e? with respect to the standard Euclidean metric

i 1 0
gij—gj—<0 1>,

ie. (el,e?) =0 and (el el) = (e?,e?) = 1 (see again Eq.(3.80) ). From the picture we see

that

Consider two orthogonal vectors e

*61 = 0162

2 = et (3.85)

*e< =
where o, 3 = £1. Let us now consider a different orthonormal basis (!, f2). Since the mapping
* should be basis independent we want

*fl _ an

«f? = Bf! (3.86)
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with the same values for o and 3 as before in Eq.(3.85). The bases (e!,e?) and (f!, f2?) are
related by the orthogonal transformation

fY\ [ cosf sind el

f2 ) 7\ —sinf cosé e?
One readily checks that (f1, f1) = (f2, f2) = 1 and (f!, f?) = 0. Since we want the operation
* to be linear we must have

a(—sinfe' +cosfe?) = af?=xf'=x*(cosfe' +sinfe?)

= cosf xel +sinf xe? = acosfe® + Bsinfel

from which we see that & = —3. The equation *f? = Sf! produces the same result. We thus
find the following two choices for the signs which are valid in for any orthonormal basis:

*61 = 62

xe? = —¢t
or

*61 = 762

xe? = ¢t

We will see later that these two possible choices corresponds to different choices for the orien-
tation of the basis.

Let us now see what happens when we change the metric. Let us instead of an Euclidean metric
choose a Minkowski-type of metric

o _ (10
gt]_g - 0 1 bl
1

In this case we have (e!,e?) =0, (e!,e') = —1 and (e?,e?) = 1. A transformation to a new
orthonormal basis is given by

'\ [ cosh¢ sinh¢ el

f2 ) 7 \ sinh¢ cosh¢ e2
One can readily check again that (f!, f2) =0, (f!, f!) = —1 and (f2, f2) = 1. If we make the
same assumptions of Eqs.(3.85 ) and (3.86) as before then we see that

afsinhpe! +coshpe?) = af?=xf' =x(coshpe® + sinhpe?)
= cosh¢ xe! +sinh¢ e = acoshpe? + Bsinh ¢ el

from which we see that & = 3. So in this case we see that the only basis-independent possibilities
are

xe! = €2
xe? = el (3.87)
or
xe! = —e?

xe? = —el. (3.88)
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We conclude that the choice of the signs in the mapping x must depend on the metric g. After
these preliminary insights let us now try to define the mapping x more generally.

Let w,u € QP(V), then xp € Q" ~P(V) and hence
wA*u e QY.

But the space Q" (V) is one-dimensional and the volume form €2 of Eq.(3.84) forms a basis. We
can thus write
w A xp = c(w, 1) (3.89)

where ¢(w, i) is a number depending on w and u. We now want to define xu by this equation
by making a suitable choice for the function ¢(w, ut). Let us, for the moment, suppose that we
would be given a such function. Then the validity of Eq.(3.89) for all possible w € QP would
uniquely assign a (n — p)-form xu to a given p-form p. Suppose, namely, that for a given 1 and
all possible w there would be two (n — p)-forms v and /' satisfying

wAv=cw,u) (3.90)
and
wAV = c(w,u)Q
then by subtracting we have
wAv—-1v)=0 VYweQ’(V)

which implies (check for yourself) that v — v’ = 0 and hence v = /. We therefore see that
Eq.(3.90) has a unique solution for v which is determined by i and which we denote by v = *pu.
It only remains to specify the function ¢(w, u). We first note that, since we want the operation
* to be linear, the function c(w, i) is linear in both its arguments. If w = ayw; + asws and

p = P11 + PBajiz then

c(lw, ) = (w1 + aows) A *pt = @rwy A *pt + aws A
= (arc(wr, p) + azc(wa, p))$2 (3.91)
and
c(w, ) = wAX(Bipr + Papz) = Prw A xpuy + Pow A xpin
= (Brc(w, 1) + Bac(w, p2))Q2 (3.92)

and we therefore conclude that

cloqwy + aswo, i) = g c(wy, 1) + as c(ws, i)
c(w, Brpr + Papz) = Brc(w, p1) + B2 c(w, p2)

and we find that the function c is linear in both arguments. Although we derived that a given
w uniquely determines % there is still the possibility that two different w1, o € QP(V) map to
the same xu € Q™ P(V) in which case x would not be an invertible mapping. We do not want
this and we therefore need the condition that if xu; = xus then it must follow that uy = ps.
The condition %p1 = o gives us

0=wAx(p1 — p2) =clw, g —p2) YVwe QP(V)

If we want to conclude from this equation that ©; = s we need that the function ¢ satisfies
the condition
clw, ) =0 YVwed?V) = u=0
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This condition together with the linearity in both arguments suggests that for ¢ we should take
a non-degenerate inner product on QP (V). We learned before that the space Q™ P(V) has such
an inner product given by Eq.(3.63). We therefore define

c(w, p) = (w, )
and the defining equation for xu therefore becomes
wA*xp = {w, u) Yw e QP(V) (3.93)

Since we nowhere used an explicit basis this equation defines xu in a completely basis indepen-
dent manner.

Let us now give some examples. Let us take a two-dimensional space with a Minkowski-type

metric
o _ i (10O
gl] - g - 0 1 .

Then (e!,e') = g'' = —1 and (e?,€?) = g?2 = 1. Further, since |g| = 1 we see from Eq.(3.84)
that
Q=c'ner
Then Eq.(3.93) tells us that
e! Axet = (et ety el Ne? = —e! Ne?
e Axe? = (e e?) el Ne? =el Ne?
from which we deduce
1 2

*e = —€

*xeZ2 = —e!

This corresponds to Eq.(3.88). If we had defined the volume form to be Q = €2 A el, which
would correspond to a change of the orientation of the basis to (e2,e!) we would have obtained
Eq.(3.87). We therefore see that, apart from a dependence on a metric, the Hodge star operator
also depends on the chosen orientation of the basis used in the volume form. For a general
one-form w = wye! + woe? we find that

*w:wl*el +w2*62 = fwlel 711)262

Let us now go back to our first picture and take a three-dimensional Euclidean space with a
metric

1 0 0
g=10 1 0
0 0 1
such that (¢, e7) = 67. Then Eq.(3.93) tells us that
P At Ax(et net) = (et At et net) el AeP e =et At A ed
A Ax(etne?) = (et Aed et AedYel neP Aed =et Ae Aed
E2neSAx(E2ned) = (2 Aned e ned) et neP Aed =et Ne? AP
and we therefore find that

xel ne?)=eP, x(e Aed) = —e?, (2 Aned) =él (3.94)
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For a general tensor T' € Q%(V) of the form
T=ae' N2+ B3 Nel +ye2ned
we thus find
*T =~e' +Be*+ae?
After these examples it is not difficult to derive the action of the Hodge star operator on a
general p-form in an orthonormal basis. We have
ETALLNETAKR(ET AL NER) = (e AL AER e AL NP AL AE"
=gt g el AL NN

where we used Eq.(3.66). From this equation we find that
*(eT AL NER) =€y gt g et AL N el (3.95)

where (ip41,...,4,) are the numbers (1,...,n) with the numbers (i1,...,i,) removed (the
order of the remaining numbers is irrelevant since both the wedge product and the e-tensor are
anti-symmetric) . For instance, for a 3-form defined on a 5-dimensional space we have

*(61 A 63 Ae ) = €13524 gllg33g55 2 911933955 2 64 (396)

We can also calculate the action of the Hodge star in a general non-orthonormal basis using
Eq.(3.65). In that case we have

ETNLLNEP Ax(ET AL NEP) = (e AL AEP e AL AR glet A ne”
=det(G)\/|gle* A ... Ae"

where G is the p x p matrix with entries Gy; = g% for k,l = 1,...,p. The equivalent of
Eq.(3.95) in a non-orthonormal basis therefore becomes

WA AP = e s det(G) /Igl P AL A et (3.97)

The equivalent of example (3.95) in a general basis is then

13 15
*(e' NP Ae®) = erzs04 | g7 g3:°’ g% lg|e* A e? (3.98)
Pl g g
which clearly reduces to Eq.(3.95) for an orthonormal basis. Eq.(3.97) is sometimes also written
in a different way as

n
S iy det(G)V/Jgle AL A G

ipt1...in

1

Y N L ) [ —
( )=o)

which follows from the fact that both the e-tensor and the wedge product are anti-symmetric.
We can further write out det(G) explicitly as

i1...0p l1j1 ipJp
det(G }: 0jy gy 99
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Inserting this expression then yields

n

11 2 - - . CoStetp 1177 ip] Gpt1 i
*(e /\.../\ep)—(n_p)' g €irinOjy 0 g g ] gletrT AL A
T J1edpsiptieein
1 n
— o . 4t ipJ ipt1 i
= E € dpripiroin 900 g PP |gl e AL N E

(n—p)! .

JiJpsipt1--in

(3.99)

R O A
where we used that 6@1---%5]'1...]',7 = €1eedpripi1

components of xw for a general p-form w

. We will use this expression to calculate the

<.

n

n
w = Z wil,__ipe“ ®...Qe" = Z wil,,,ipe“ A...NeP (3.100)

i1 1< .. <ip

Since the components w;, .. ;, are anti-symmetric under interchange of indices we can equivalently
write

n
1 i1 i
w:—| E Wiy ...ip € N...Ne?P
p'z‘l ip

From Eq.(3.99) we then obtain that

1 n ' '
*WZH_Z wil___ip*(e“/\.../\elp)
11 K3

n

—_ . . . . . 1171 1p] ip+1 i
- p'(n 7p)| : : Ejl~~~.7p;2p+1-ulnwll...lpg .. g pJp ‘g‘ e’ AN...\Ne™
Ji--Jpyire-iin
1 n
= hredve, it ;
o p'(n_p>| Z w Y€1 dpript1ein |g\6p A...Ne™
J1--Jpslp+1---in
n
1 Gpt1 3
Ip41---ln
n
= : : (*w)ip+1...in 61p+1 AL N\ 61"
Ipt1<...<in

where we defined

1 =
(*w)ip+1---in = H V |g‘ Z wjlmjpejl---jpvip+1---in
J

j1---Jp

=/lgl Z wjl..Ajpejl,.,jp’ipﬂmi" (3.101)

J1<...<Jp

where we raised the indices on w. This equation gives the desired explicit expression for the
components of the (n — p)-form *w in terms of the components of the p-form w.

Let us now apply this to the important case of the electromagnetic field tensor about which
we will hear much more later. For the moment it is sufficient to know that it is a 2-form on a
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4-dimensional vector space with Minkowski metric. We write it as

4
F:ZFlwe”@e”:ZFW(e“@e”—e”@e”):ZFWe“/\e”
ng u<v n<v

4
1
:§ZFW6”/\6”
nv

where
0 —-E. —-E, -FE
| BEx O B, -By
F,, = E, -B, 0 B, (3.102)
E, B, —-Bx 0
We see that F},, = —F,, is an anti-symmetric and covariant second order tensor. The compo-

nents E; and B; have the physical meaning of electric and magnetic field components. To use
Eqn.(3.101) we need to raise the indices on F},,,. We do this with the Minkowski metric

-1 0

Guv =

0
0
1
0

o O O
OO =
—_ o O O

This gives
4
P = "g" g Fr, = g"'g" Fu,
T

since the metric tensor is diagonal. This gives

0 E. E, K
-B
~BE, -B, 0 B
-E, By —-B, 0

- y (3.103)

Now we can calculate (xF),, from Eq.(3.101). Since in our case |g| = 1 we find
P =Y FPapu = > €uapF®”
a<pf a<f
More explicitly this gives
(%F)12 = €1234F** = By (%F)13 = €1324F** = —(=By) = By
(*F)14 = 61423F23 =B, (*F)23 = 62314117‘14 =E,
(xF)oq = e2413F" = —E, (%F)34 = €3412F* = Fx

and we therefore find that

O X By BZ
-Bx 0 E, -—-FE
(F ) = ~B, -E, 0 Exy (3.104)

B, B, —E. 0

If we compare this equation to Eq.(3.102) we see that making the Hodge star operation amounts
to the operation
f% 4%‘*[% y l% 4%12
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on the electric and magnetic fields. Looking at the Maxwell equations we see that the Hodge

star transforms one set of Maxwell's equations, namely

1
V-B=0 , VXE+fa—B—O
c Ot
into another pair
V-E=0 |, VxB—la—E 0
c Ot

(in the absence of charges and currents). This will be explained more fully later.

Let us finalize our discussion by deriving some further properties of the Hodge star operator.

The first one that we will prove is

{ra, %) = (a, B) sign(g)

where o, § € QP(V) and sign(g) is the sign of the determinant of the metric (e.g.

Minkowski metric). This can be shown by a more or less straightforward calculation
to the definition of the inner product we have

1 n o
m. Z (*a)i;ﬂrl.uin(*ﬂ)zp+1-..zn

Ipf1---in

(xa,xB) =

Let us first raise the indices of x3. According to Eq.(3.101) we have

n
B+ = S W)y, 9 g
jp+1 jn
|g| Z ﬂ]l Jpejl g glp+ljp+l...gi’n,jn

J1---Jn

1 n
==Vlgl DY Biig. g™ g

|
p J1eJnsit..dp

Now we note that

7,12 _ il ‘1 in s _ 1...n
Erin = 3" e g g =, e
Ji---Jn

(3.105)

-1 for the

. According

(3.106)

since €1 is anti-symmetric and we therefore need only the component €' to determine all

other components. The component €' is simply given by
n
Uy gnin ij 11
= Z €iyn G701 g™ =det(g¥) = det(gij) " = 7
Ji---Jn
We therefore find that

1 slgn

(*ﬂ)ip-%—l-..in = Z 611 zpezl
i1

(3.107)
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With this equation and the explicit form of xa from Eq.(3.101) we then find that

: n
__sign(g) P
(xa, x0) = p!p!(nl))!jl.“jpzilmina Y IPES i enin €inenin By i,
sign(g) - o
— TR NI ) )
= P Z alt ]p(;jl...jiﬂh-..zp

J1--Jpsti-.ip

- Sign(g% S aleingy = sign(g)a, B)

j1~--jp

which proves Eq.(3.105). This equation is very useful for moving around stars in equations. For
instance, we can deduce that

sign(g) x a A § = sign(g) ke, %) = (@, B = (B, )2
=B Axa = (—l)p(”fp) *a S

where in the last step we used the property (3.75) of the wedge product. From this equation we
therefore deduce that for a p-form 3 on a n-dimensional space with metric g we have

*x 3= (=1)"" P sign(g) 8 (3.108)
For instance, for the electromagnetic field tensor of Eq.(3.102) we have
(kx F) o = (_1)2(4_2)(_1)FMV =—Fu

With Eq.(3.108) we can also write Eq.(3.93) in a different way. If we let the p-form p in Eq.(3.93)
be equal to xv (so v is an (n — p)-form) then we can write

WA *x*v = {w, %))
which, with Eq.(3.108) gives
(=P P sign(g) w A v = (w, %) (3.109)

Let now w be a 1-form and take
V=V N...\NVUp_1

where vq,...,v,_1 are also 1-forms, i.e. elements of V*. Then Eq.(3.109) tells that
(=) Vsign(g)w Avi Aoty = (W, %1 Ao Avp_1))Q

Now the left-hand side of this equation vanishes when w is equal to one of the v; for j =

1,...,n — 1 or a linear combination of them. We therefore see that
(v, *(1 Ao Avp1)) =0 j=1,...,n—1 (3.110)
The dual vector x(v1 A ... Avy,_1) is therefore orthogonal to all the vectors vy, ...,v,—1. This

represents the generalization of the outer product in three-dimensional spaces to vector spaces
with arbitrary dimensions and metrics. For the familiar case of a three-dimensional vector space
with Euclidean metric we have that if

a = alel + a262 + a363

b=be' + boe? + bye®
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then

aNb= (a161 + age® + age?’) A (bret + boe? + b363)
= (a1by — agby)e* A e? 4 (a1bs — azby)e! A e® + (agbs — azby)e? Ae?

From Eq.(3.94) we therefore find that

*(a A b) = (a2b3 — (lgbg)@l — (a1b3 — a3b1)62 + (a1b2 — a2b1)63

a1 by
= a9 X b2
as b3

i.e. we recover the familiar outer product in three dimensions.

3.5 Tensors along curves and surfaces

In the previous sections we discussed the properties of vectors and tensors. In this section we will
discuss how tensors can be applied applied to tangent vectors to curves and surfaces. The only
thing we need to do for this is to replace the general vector space V' used in the previoussections
by the tangent space T),M at the point p of some manifold M. Similarly, we need to replace
the dual space V* by T, M*.

Let us illustrate everything with an example. Since we already used the sphere several times, we
will use the torus instead.

5 7
| » 3 ‘,\ : fi_,,";" ‘ LY | | |
i £ A 42)! EEREEE
: ‘\__ "v/f,ﬁ ' ' <{,\l L_‘ I ol ’ l ! ! ‘ :
\; \l ' ! ‘ ‘ | |‘u|~'w
el P
- [ i : ) ; ‘ } . ‘ ,‘":\!4» b! “.\/\) e ‘ :
‘E ; ’ ! ; ; \{).1[<|V> | ?(ul\>‘4 J.)l4lll:
M ,1":%‘ | % : ‘ l : | ' | ll\‘-\:! ! 3
SARNNEEEN N R
ANESEEEEEEEEEREEEE

I I 1 | . | ‘ | | | |

|
Figure 3.14: Parametrization of the torus.

As a coordinate map we use

(a+ bcosv) cosu
o Y(u,v) = | (a+bcosv)sinu
bsinv

Here ¢ : M — R? is a coordinate map from the torus to the two-dimensional space R2. A curve
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parametrized by ¢ (which may be interpreted as time, for instance when we imagine the motion
of a particle along the surface) represents via the inverse coordinate map ¢~ (u(t), v(t)) a curve
on the torus. Let f : M — R be a scalar function defined on M, such as a static temperature
field. We can calculate the rate of change of change of the temperature along ~(t) by calculating

the derivative
f(v(t)) _ Of(u(t),v(t)) _ dudf _dvdyf

ot ot T 9tou Ot v

We write this as
oy Oou 0 Ov 0

E(f) = [&&L—Fat@v} (f)

From our discussion in the previous Chapter we see that

Oy _ouo 000 _ ou v,

ot O0tou Otov Ot ot
is a vector in point y(t). We may call it the velocity vector at point (t). The most general
vector field on the torus is of the form

0
— + b(u,v)=—
ou (u, )(‘31)
Any vector field on the torus can be completely described by such two-dimensional vectors. if
we want to map these vectors to three-component vectors w in the surrounding space we have
to push forward the vectors Eq.(3.111) with the embedding map i : M — R? given by

v =a(u,v) (3.111)

z (u,v) = (a + bcosv) cosu
22 (u,v) = (a4 beosv) sinu (3.112)
23 (u,v) = bsinv
We can then let v of Eq.(3.111) act on any function f(z!, 2% x3) defined on R?® by
w(f) = tv(f) = v(foi)
5 9 1 2 3
3
63:] 8#
i 9)
;( )0 s
where
o A
U,
=W | = 22 o ( a > (3.114)
w3 aﬁg 6;3 b
Ou v
In particular we have
dz! 9zt dz!
- BB (- E
ou gﬁ & 0 aﬁiug
ou ov ou
Let us denote this vector by dx/du. Then for the case of the torus we have
—(a+bcosv)sinu
z*(g ox _ (a+bcosv)cosu (3.115)

u 0
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which describes the tangent vector to the torus in the u-direction. Similarly we have

9 Ox —bsinvcosu
z*(%) =3, = —bzinvsinu (3.116)
cos v

So far the discussion of tangent vectors. Let us now discuss the cotangent vectors. We first
discuss the general case and come back to the example of the torus.
A covariance tensor of order 1, or simply a covector on a tangent space T, M is a linear mapping
from T, M to the real numbers. One such a mapping is suggested by the definition of the
tangent vector itself as a linear operation on functions f on an manifold. We define a mapping
df : T,M — R by

df (v) = o( ) (3.117)
for a given choice of function f. The mapping df is obviously linear. For if v,w € T, M and
a, 8 € R then we have

df(av+ fw) = (av+ Bw)(f) = av(f) + Suw(f) = adf(v) + 5 df (w)

Let us write out Eq.(3.117) in a coordinate system x = (z!,...,2™). We have

df( Z v (x amﬂ (3.118)

In particular, if we choose f(x) = z*, i.e. just the coordinate function, we obtain

n

ZUJ 8$J = Zvj(m)éf = v*(2)

j=1
If we now take 5
8‘7}7 (07 ) 07 ) O ) O)
where there is a 1 on the j-th position, then
dxk(i) = ok (3.119)
dxi’ Y '

So the covectors form a basis which is dual to the basis vectors 9/dx7 of T, M. Let us now take
an arbitrary covector w € T, M* then

w(v) = w(z Gxﬂ Zv” 5‘ J ZU w; = Zw‘j da? (v) (3.120)

where we defined

We thus have
w —Zw] dr? = (wi,...,wn) (3.121)

and we find that any dual vector w in T,,M* can be expressed in terms of the dual basis dz7.
In particular for the covector df of Eq.(3.118) we have

B) B)
df = Z = afl""’axfn) (3.122)
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which is just the familiar gradient of the function f. Let us now see how the covectors trans-
form under coordinate transformations. Taking in Eq.(3.122) the function f(x) = 2/%(z) for a
coordinate function of a new coordinate system we have

N

da't =" 7 da? (3.123)

j=1

If we therefore write w of Eq.(3.121) in two different coordinate systems

n n
w= g wj da? = E w;-dxlj
j=1 j=1

then we see from Eq.(3.123) that

n n Ol n

E Wi da' = E wj dz* = E wy, dz®
ozk

j=1 k=1

jk=1

where
n a /]‘
wr =3 S W (3.124)

"9 - ozk 0 - 0
_ /3 — ] _ k
v Zv ox'i ; v Oz’ Oxk kZ:lv Oxk

j=1 k=1

k=3 O0r” i (3.125)

We see that vectors and convectors transform opposite to each other under coordinate transfor-
mations. A commonly occurring covector in physics is the force vector. If we write Newton's
equations for the force in components

ov
F,=—— 3.126
J o1 ( )
where V(z,...,2™) is a potential function. Then we see that under coordinate transformations
to new coordinates (2'!,...,2'")
"9V Ox'* ox'
F; = —— e = - FY 3.127
! ; Ox'% Owd £ O k ( )

and hence F transforms as a covector. So if we write in three dimensions
F = (Fy, Fy, F3) = Fida' + Foda® + Fyda®

then Eq.(3.126) can be written as
F=—-dv

How this fits with F = mdv/dt where we are used to call both sides vectors, we will see later.
If we act with the force covector F' on the velocity vector
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we have
v) = Zdex Z 8333 Z Fkv]d:c 0 ] Z Fka(Sk ZFjvj =F.v
k=1 =1 Jk=1 k=1 j=1

This is a coordinate invariant scalar (under spatial transformations) representing the work done
by the force F on a particle moving at velocity v.

Now that we have defined the tangent space V = T, M with basis e; = 9/027 and the dual
tangent space V* = T,,M* with basis dz7 we can directly copy all results of the previous Chapter
and define tensors. A k-th order covariant tensor is a multilinear mapping

T:T,Mx...xT,M —R
In the basis {dz*} of T,M* it has the form

T = Z Tjy (@) de @ ... @ da? (3.128)

J1--

From Eq.(3.123) we can the readily derive the transformation law for the components of T'. We
have

T = Z e A2 @ ... ® dx'r
Ji-- Jp
" , dx'h dz'r &
— 1 P
G1edipokr . kp
> Ty, da® @ ... @ datr (3.129)
...k
and hence
" oz’ Ox'Ir
!
Tk1...kp = Z z-jjl~~jp w% (3130)
Ji--Jp

which is generalization of Eq.(3.124). Similarly we can also consider contravariant tensors.
Remember that the action of a basis vector ¢; on a dual vector ¢/ is given by ¢;(e7) = €’ (e;) = 4.
In our case this means that

0 .0

da?) = da? .

B (4") = da’ (5

The general form of a contravariant tensor is therefore

n y y a a
_ § J1---Jp
T= T 73.1:].1@...@73:].;’

jlunjp

)=

For the transformation law we have

0
/j1-.-J
T—ZTl P /]1®”.®a.’1,‘/jp
Ji---Jp
T Y O N
= e i ek © " Bk

G1-Gpikr -k

- 0 0
E ki...kn
kT 8$k1®“.®8xkp
P
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and hence
n k1 k
Tkl...kn — E T/jl...jp 3x 81: P
Oz'i = OxlIp

Ji---Jp

(3.131)

which is a generalization of the transformation law of vectors Eq.(3.125).
Finally we can consider mixed tensors. A mixed tensor which is covariant of order p and contra
variant of order ¢ has the form

d i 9 )
_ 21..-%g 9
T—j ]Z ‘ le...jp dxIt ®...®deP®axil ®...®axiq
1e0Jpyiteaig

The transformation law for this tensor is, as you can check for yourself, given by

i1.ig Z T .., Ox'F1 Ox'Fr Hri Oxla
k

n 1okp Oxit 7 Oxie Ox'r T Ox'la
kiokp .. lg

J1---Jp

A feature that we will often use is how tensors change under mappings between manifolds. Let
us first consider the case of convectors. We saw that if we have a map ¢ : M — N from a
manifold M to a manifold M then there is a map ¢, : T,M — T,N called the push-forward,
that maps a tangent vector at M to a tangent vector at N. This can used to define a dual map
¢* : TyN* — T,M* that maps a covector on N to a covector on M. If w is a covector on N,
then we define a new covector ¢*w of M by

(¢"w)(v) = w(¢wv) (3.132)

where v is a vector on M. Since ¢*w is a covector on M we say that w is pulled back by ¢ from
N to M. Remember from Chapter 2 (see Eq.(2.63)) that functions defined on manifolds have
the same property. If f is a function on N then ¢*f = f o ¢ is a function on M. So functions
are also pulled back. In fact, we can derive the following useful formula

¢ df = d(¢f) (3.133)

This formula follows directly from all our definitions of pullbacks and push forwards. We have

(¢"df)(v) = df (¢«v) = (¢x0)(f) = v(¢"[f) = v(f 0 @) = d(f 0 §)(v) = d(¢" f)(v)

You can check each step by reviewing all our definitions Egs.(2.63), (3.19), (3.117) and (3.132).
As an example we take as ¢ the embedding map of the torus i : M — R3 of Eq.(3.112). Take
an arbitrary covector

w = wida' + wydz? + wgdx?’

on R3. Then
i*w = wid(i*z') + wed(i*2?) + wad(i*z®)
= wid(x! 04) 4+ wad(2? 0 i) + wsd (x> 014) (3.134)
We have
d(z' 0i) = d((a+ bcosv) cosu) = —sinu(a + bcosv)du — bsin v cos udv
d(x? o) = d((a + bcosv)sinu) = cosu(a 4 beosv)du — bsin v sin udv

o1
d(xz? o) = d(bsinv) = bcosvdv
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In matrix notation

. w

. —sinu(a + bcosv) cosu(a+ beosv) 0 !

1 W= . . . wo
—bsinvcosu bsinvsinu bcosw w

3

This is nothing but the transpose of the matrix in Eq.(3.114) of the push forward mapping i..
Let us finally extend the pullback and push forward transformations to general tensors. For
a general covariant tensor of order ¢ we can define a pullback similarly as in Eq.(3.132). If
¢: M — N and T is a covariant tensor on N then ¢*T is a covariant tensor on M given by

(S D)D) 1 vg) = T(6(P) (Buvn, .., buvy) (3.135)

where v; are vectors on M and ¢ maps point p on M to a point ¢(p) of N. Similarly if T is a
contravariant tensor of order ¢ on M then ¢,T is a contravariant tensor on N given by

(6. T) (D) (w1, . wq) = T(P)(S"wr, ..., 6wq) (3.136)

where w; are covectors on V. This defines the push forward of contravariant tensors. We will
mostly use the pullback operation of Eq.(3.135). For example, if

g—Zg” da: ® da?

is a metric tensor in coordinate system x = (x',...,2™) on N then for vectors vy, vy € oM

we have
((b*g 'Ulv'UQ Zgw dl‘ ®dl‘j(¢*’ul,¢*’u2 Zgw dl‘ ¢*U1)dl‘ (¢*U2)
= Zgij(cb(p))d( 2)(v1)d(¢*27) (v2)

= Z 9ij (8(p))d(¢*a") @ d(¢* a7 ) (v1,va) (3.137)

We can, for instance, apply this to the embedding of the torus in R3. We take the Euclidean
metric on R? given by

g =dr' @ da' + do? @ da? + da® @ da® (3.138)
Then under the embedding mapping i of Eq.(3.112) we have

=d(z' oi)@d(x 0d) +d(z? 0i) @ d(2x* 0i) + d(x® 0 i) ® d(x> 014)

3 J J J
-3 (s ) o (S )

M

j=1
= Guu AU ® dU + Gyy (du @ dv + dv @ du) + gy, dv @ dv (3.139)
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where we defined

3 9xd dxd ox 0x

9o =2 50 o0~ o 3u
Jj=1

)

Oxd Oz7 ox 0x

I =2 550 = Gu a0
Jj=1

R 0w ol 0% Ox
gvv_, v dv  ‘Ov’ dv
j=1
and defined the standard inner product
(a,b) = a*b* + a®b* + a®b?

on R3. From Eqs.(3.115) and (3.116) we see that

_,0x Ox 9
guu—<%,%>—(a+bcosv)

_ox ox
guv* au7av -

_,0x Ox 4
gvv*<%7%>*b

VECTORS AND TENSORS

(3.140)

(3.141)

We therefore see that the usual Euclidean inner product restricted to the torus attains the form

i*g = (a + bcosv)du ® du + bdv @ dv

(3.142)

A similar procedure can be carried out for calculating the components of the metric tensor after
a coordinate transformation. After all, a coordinate transformation is just a special case of a

mapping ¢ : M — N where M = N. We have

- 0x Oz’ ox 0x
G =204 5 gt = gk )
ij

where we defined
(a,b) = gija't’
%,J

2

If we take (z!, 2% 23) to be the Cartesian coordinates on R? with the usual Euclidean metric
gi; = 0;; and take (z'', 2%, 2/3) = (r, ¢, 0) to be the spherical coordinates

z! = rcos¢sind

x? = rsin ¢sin f

22 =rcosf

then we have

—7sin ¢ sin @ 7 cos ¢ cos b
gj: 7 cos ¢ sin 6 , g—z: 7 8in ¢ cos
¢ 0 —rsinf

cos ¢sin 6
g—x = | sin¢gsinf
" cos 6
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Then
o 0x Ox 5
g¢¢7<8¢)78¢>7r sin” 0
_,0x 0x o,
999*<%7%>*
| ox ox
Irr =\ ar or! =

(3.143)

and gry = gro = ggo = 0. We therefore find that the metric tensor in spherical coordinates
attains the form
g =dr®dr+r2df @ df + r?sin? 0dp ® de (3.144)

In a similar manner you can check that the metric of the unit sphere (r = 1) inherits the metric
i*g = df ® df + sin® 0d¢ @ dop

by embedding in R3 with the usual Euclidean inner product.
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Chapter 4

Motion of particles

We use the Lagrangian principle to write Newton's law of motion in general coordinates and
deduce its transformation law to different coordinates. We show that particles which move
freely restricted to a two-dimensional surface move at constant speed along geodesic curves. We
further give a condition that tells us whether a given metric can be reduced to Euclidean form,
which leads us to the introduction of the Riemann tensor.

4.1 Lagrangian equations

The goal of this section is to write Newton's law

d?zt oV

=2 4.1
7> ox’ (4.1)
in such a way that it is valid in any spatial coordinate system. The key step in doing this is by
using the Lagrangian formulation of classical mechanics. We define the Lagrangian to be

3
L(z,2) =T -V = Z %m(;ti)Q - V(xlmg,x?’) (4.2)

which is just the difference between the kinetic energy T and the potential energy T. We will
further use the notation i* = da'/dt and i' = d?2"/dt? to compactify our notation. We then
define the action functional to be

Sla] = / "t L, ) (4.3)

to

where the square brackets denote a functional dependence on the path. Eq.(4.1) then follows
as the stationary point of the action, i.e. as the equation for the trajectory x that is a local
minimum, maximum, or saddle point of S subject to the constraint that the endpoints z(tp)
and xz(t1) of the path z(t) are fixed.
x4 |
N
1
| [ |

Figure 4.1: Different paths subject to the condition §z(ty) = dx(¢1) = 0.
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This means the following. If 2(t) is a stationary path for S[z] then any other path x(¢) + edx(t)
with dx(tp) = dz(t1) = 0 will to first order in € not change the value of S[x]. This implies that

0
aS[x +edz] =0

or equivalently

0 — lim S|z + edx] — S[z]

e—0 €

Let us apply this condition to Eq.(4.2). We have

Sla + edz] — S[a] = /tl dt(L(z + €0z, 3 + e63) — L(z, &))

to

- i;ﬂ (o) + g0 (0) +0(e)
S [ 25 52 o

where we used the boundary condition dz(tg) = dz(t1) = 0 when we performed the partial
integration. Then we see that we must have the condition

oL 9 oL
0= / dtox [mi at(%i} (4.5)

in order to satisfy Eq.(4.5). Since Eq.(4.5) must be true for any variation §z%(t) the stationary
path must satisfy

OL 0 0L
e (46)

If we take the Lagrangian L to be equal to Eq.(4.2) then we find

oL v oL
drt  dxt 0 Ot

= miz"

and we find that Eq.(4.6) yields the equation of motion of Eq.(4.1). The main reason that we
went through all this trouble in deriving Newton’s law once again is that the Lagrangian principle
can be applied in any coordinate system. If we go from coordinates x* to new coordinates y*
then from differentiation of xi(y!,...,y™) we have

n
» oz’
si_ k
e
k=1

and consequently

where we defined
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which represents a transformation of the Euclidean metric to general coordinates. As a conse-
quence Eq.(4.2) attains the form

1 k-
9= 3 G §*5 =V (y1,92,93) (4.8)

where, with some abuse of notation, we wrote V(y1,92,y3) = V(z(y),2%(y),23(y)). The
action van now be written as .
1

St = [ dtLiw.) (+9)
to

Obviously, since Eq.(4.9) is identical to Eq.(4.3) the stationary path will be identical. It will just
be expressed in different coordinates. For instance, in spherical coordinates we have

1 . :

L=m (72 + 72 0% + r2sin® 0 $2) — V(r, 6, 0) (4.10)

This Lagrangian is very useful for problems of spherical symmetry, such as planetary motion

around the Sun. Let us see how the equations of motion in general coordinates look like. We
write

t1 n
1 o
Sa::/ dt —mg;; o'7? —V(x 411
o= [ | 2 gmas (@) (411)
where 2 now represent general coordinates. We have
oL - 09: ;4
o~ o 2" 2
oL 1 P o
97k — 3™ Z 9ij (0 d? +2°01) = ngijj
ij=1 =1
Eq.(4.6) then gives
8 oL oL 0 [ & : v >
= — — = —_— )
otoi  oxi ot ;g’“x ok Z::
This can be rewritten as
) 0g; ov
gk]xxJ—Fmng]x —fmz gJ ——W
ij=1 ij= 0 v
and with the notation 5 5 5
. Yik ik Gij
k - — — 412
i = 5 (e + S - 204 (4.12)
as
ov
mngj:cj +m Z ij, k] i'a! = ok (4.13)

3,7=1

the symbols [ij, k] are called Christoffel symbols of the first kind. Eq.(4.13) can be further
rewritten by multiplication with g'* and carrying out a summation over k. this yields

m x—I—ZF il | = ilkaxk (4.14)

i,j=1
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where we defined

Tl =Y g"ij k] (4.15)
k=1

where Féj are called Christoffel symbols of the second kind. The right hand side of Eq.(4.13)
transforms like a covector (see Eq.(3.127)) and hence so must the left hand side. In Eq.(4.14)
we transformed the right hand side to vector by raising an index, and therefore the left hand
side must also transform like a vector. This fact leads to a specific transformation law for the
Christoffel symbols Ffj If we change coordinates to y® with « = 1,...,n we have

«
n 8 n
it = j
; 3y Z 3yaayﬁy
Inserting these expressions into Eq.(4.14) then yields

I dz' Oz7 0%
Z y o ; P\ ays a7 T ayeay?
By,

_ Z rap 0" ox' ox* 9y OV
N Oy> OyP dxk Oy

k,a, B,y
8x oV
_ raf3 — ’04/87 41
> o S 619
a, B,y
where we used
" oxk oy oy

— 9y 0aF ~ 9y? P

and where ¢g’“# is the inverse metric tensor in coordinates system y. Multiplying Eq.(4.16) by
dy” /0x' and summing over [ then yields

n ; ; n
ox* 0x? oy” 0%zt oy” 1%
ey § eURy:) i A YI __E B Yy
my" Xy vy (Fij Ay> OyP Ox! + oyoyP ozt ) 5 g oyP (4.17)
a,B,Lyij
This equation can be rewritten as
. ov
. _ 7 ﬁ
m |+ E Faﬁy i’ = EB g"7 BN (4.18)
provided that
, - Ozt Ox7 Oy” 0%zt oy
L = It _— 4.19
af Z ( ij Ay 3yﬂ Ozl + Oy dyP dx! ( )

%,5,0

Since we know that Eq.(4.14) is valid in any coordinate system the Christoffel symbols must in
fact transform according to Eq.(4.19). It is not difficult to check this explicitly. We start by
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calculating

90 = ox' O dgi; Ox' OxI dx*
oy azﬂ Zg ay* 0y° Z D 0y* 0yP oy

i 99\ Oy 0yPoy " 0y ooy
If we use this equation then from Eq.(4.12) it follows that

[aﬁry}’zl <89éw 995, ag&ﬁ)

oyP oy~ oy
L
Oxk \ Oy Oy OyP ~ OyP Oy Oy> Oy~ OyP Oy

o i o Po o0 0 od 0w ow o
9i Oy Oy oyP Oy Oy*dyP  OyP Oy oy™ Oy OyP oy~
Oy OyPoyr Oyl dy>Oy

After some relabeling of indices this is then rewritten as
g O0gjx  0gi; \ O0x' 9z 0zF <~ 02t 0%
[, = ; ( Oz’ + ozt 9k ) oy oyP oy Z i3 gy dyY Oy*dyP

8x 8:5] 33: - xi 621‘3
— 4.2

Using Eq.(4.20) we then have

F;’YB:ZQ’YJ aB, o) Xn: pqay 8y [af,0]

dxP Hzd
7 z i 8y7 0y dxF Ozt Oz i g oy 8y5 ozt %I
o P Ord Hyd B 9i5 5 5 54 98 A B
i 836 Jzxd Jy° Oy* Jy e s Oz dxt y° Oy*dy
ok 5
- .0z 07 oy 8y”f 82xj
— pq g vy pq
i,4,p:q P P
n ; ¥ n s
ox" 0x? Oy 0%x7 Oy
_ N~ 92 0 Oy 9y (4.21)

= i gy oyB 8x1’ - Oy OyP Oz

which is exactly the transformation law of Eq.(4.19).

The form of the Langrangian (4.8) is unavoidable for the description of particle motion con-
strained to surfaces since in that case no metric of Euclidean form is available. For a general
surface parametrized by (z!(u,v), 2%(u,v), 23(u,v)) we have

3
_1 i\2 _ } gz’ . 0z’ _1 -2 o -2
T =5m E (') = 5 ;:1( 5 5y 0)? = 2m(guuu + 2Gup 0D + Gyp?°) (4.22)
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where gy, vy and gy, are given by the expressions (3.140). In particular, for particles on a
torus we have from Eq.(3.141) that

1
L= im((a + beosv)?u? + b*0%) — V(u,v) (4.23)

For the equations of motion we have

9L 9OL 9V D
T Ou Otdu  Ou Ot
9L Q9L 3V
T v dtov v

0 (m(a + bcosv)?i)

0 —mi?(a + beosv)bsinv — mb*d

which can be rewritten as

m(a 4 bcosw)?ii — 2mbsinv(a + beosv) i = fz—v
u

mb* & + mbsinv(a + bcosv) 4? = fg—v

v

These equations are equivalent to Eq.(4.13). Multiplying with the inverse metric (which is easy
since the metric is diagonal) we have

2bsinv 1 ov
b — | = 4.24
m[u a+bcosvuv} (a+bcosv)? du (424)
1
m[i}—i—bsinv(a—i—bcosv)vf} :_b%g% (4.25)

These equations are equivalent to Eq.(4.14). From these equations we can directly read off the
Christoffel symbols I'};. We have

e _pu o bsinv
uv T T ovu T
a -+ bcosv

1
., = 3 sinv (a + bcosv)

and all other Christoffel symbols are zero. We can check this using Eqgs.(4.12) and (4.15). We
have

o } aguu 8gvu 691“) _ } 7] N2 . .

[uv, u] = 5 ( 9 + w  ou )= 2—av(a—|— becosv)” = —bsinv (a + bcosv)  (4.26)
1 /(09us | Oguv Oguu) _ 10 2 .

[uu, v] = 5 ( 5 + 5% " o0 )= 390 (a+bcosv)” =bsinv(a+bcosv) (4.27)

and therefore

_ bsinv(a+bceosv) bsinv

(a+bcosv)2  (a+bcosw)

T = 9" [uv, u] =
1.
ry.,=g"uu,v] = 7 sin v(a + bcosv)

which gives the same result as before.



4.2. ENERGY CONSERVATION AND GEODESIC MOTION 107

4.2 Energy conservation and geodesic motion

Let us further check another well known feature of Newton's equations, namely the conservation
of energy (provided that the potential V' does not explicitly depend on time). Let us take the
time-derivative of the kinetic energy

T i 1
aat ot Zg”x 7= *m ggé @ik + ngm #'al +a'37)  (4.28)
1,5,k 1,7
From Eq.(4.12) we see that
9gi; o
axj = [ik, j] + [jk. 1]

If we insert this expression into Eq.(4.28) we obtain

7 5| g+ Z[zk,y]x W) omy dt |y gidd + ) ik, ililat
J i 2 i J Jik
1< OV 1~ 0V oV
S a2 -2 4.2
2 zj: dxi 2 Y (429)
where we used the equations of motion (4.13). We therefore find that

0
5T +V)=0 (4.30)

and therefore the total energy E =T + V is conserved.
A special case arises when we take V' = 0 and therefore consider free particle motion restricted
to the surface. Eq.(4.22) and (4.30) then tell us that

1
— 2 _
E= §m|v| = imz (¢7)2 Z 9V (4.31)

Jj=1 i,j=1

is a constant where 27 (y!, y?) are the coordinates on R? and (y!,y?) are the surface coordinates
(see Eq.(4.22)). As one expects the speed |v| of a freely moving particle is constant. lts path is,
however, not a straight line in three-dimensional space but a curve on the surface of the specific
manifold that we are considering. What is the shape of this curve? We will show that this curve
is a geodesic, which is the shortest path connecting two points on the surface. Therefore, freely
moving particles move along geodesics. To see this we first have to calculate the length of a
curve.

| ] . |3'(l) ’

a7

B N

s e

| +) =L

/

Figure 4.2: Segmentation of a path.
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Suppose a particle moves along a curve ¥(t) in a three-dimensional Cartesian coordinate system.
To measure the length of the curve between two points y(t,) and (t,) we consider the position
of the particle at different times ¢; = t, + jAt, where At = (¢, —t,)/n and approximate the
path with linear segments as displayed in Fig. 4.2. The length of the segmented path is then
given by

n—1

L = ) x(t; + At) = x(t))|

Jj=0

where

x| = V/(21)? + (22)2 + (22)?

In the limit n — oo this sum becomes an integral

n—1 t t
[x(t; + At) — x(t;)| _/b dj—/b
lab_nh_>n;0 E A7 At = 5 dt'dt =/ dt\/(21)2 + (#2)2 + (43)

In case the motion is restricted to a surface we can use Eq. (4.22) to write

1/2

to 2 P
Loy = / dt | > gii'e (4.32)
t

@ ij=1

where (y!,y?) are surface coordinates (our derivation was is, of course, also valid for higher
dimensional surfaces in R™ as you can readily check yourself). The quantity

1/2

s(t) /dt Zg”yy /dﬂd)f| (4.33)

1,j=1

is called the arc length and represents the distance travelled between times t, and t (in this
equation we denoted ' = dy’/dt). Since there is a 1 — 1-correspondence between the time ¢
and the distance s(t) travelled, we can also use s to parametrize the path ~ rather than ¢. In

that case we have
t dx dx ds 5 dx
st = [ a = [ aiG - [l

Differentiating both sides of this equation with respect to s; gives
dx
—|= 4.34
= (434)

So for a curve parametrized by arc length the length of the tangent vector is always equal to
one. The relation between t and s is particularly simple for a freely moving particle since in that
case |v| = |dx/dt| is constant (see Eq.(4.31)) and then Eq.(4.33) gives

s(t) = / V] = [vI(t — t)

which, of course, was to be expected for a particle with constant speed. Let us now derive the
equation for the curve with the shortest length between two points. We then need to find the
stationary point of the functional

Iy = / " dtZ(,9) (4.35)

a
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where

Ly 9) = 9599 (4.36)
i,J

This is just a special form of a Lagrangian L = /£ where we again fix the beginning and
endpoints of the path. Therefore the variational equations are as in Eq.(4.6) and we find

VL 9OVL 1 oL 9 [ 1 L
T oy Ot Oy _2\/Zazﬂ_3t<2\@51ﬂ)
1 oL 0 oL 1 oL0L
—mmﬁw‘m@3+uwmmr

which can be rewritten as

0

oL 0 0L 1 0L 0L
=%y “aioy "L ot o (4-37)

For a freely moving particle £ represents the kinetic energy up to a multiplicative factor and

hence
oL oo ot
oyt otoyt T ot
as a consequence of the equations of motion and the conservation of the energy Eq.(4.31). So
the stationary paths of the action of a free particle are also the paths that make the length

functional (4.35) stationary and therefore represent geodesic paths. The opposite is also true.
We first observe that

(4.38)

1oL 1 9VL 1 9 dx 16(ds>
VL ot |%x| ot dt

2L Ot ds ot \ dt (4.39)
where in the last step we used Eq.(4.33). Let y(t) be a solution to Eq.(4.37). Then we can
reparametrize to y'(s) where s is the arc length. The curve will still be a stationary point but
now the last term in Eq.(4.39) vanishes since for ¢t = s we have ds/dt = 1. Consequently the
last term in Eq.(4.37) vanishes. But this means that the Eqs.(4.38) are satisfied and that y(s)
is a stationary point of the action for a free particle. This means that any geodesic is the path
of a freely moving particle. The general conclusion of all this analysis is therefore that freely
moving particles move along geodesics with constant speed.

Let us discuss this more specifically for the case of a particle on the torus. If we put V=10 it
follows from Egs.(4.24) and (4.25) that

2bsinwv
= 4.4
a+bcosv b (4:40)
1
b= -3 sinv (a + bcosv) i (4.41)
Furthermore from Eq.(4.23) and energy conservation it follows that
1
E = Em((a + beos v)?4? + b20?) (4.42)

These equations can be simplified to obtain first order differential equations. From Eq.(4.40) we

see that we can integrate to
K
V= - 4.43
(a+ bcosv)? (443)
where K is a constant. You can check that the time-derivative of this expression gives back

Eq.(4.40). From this equation we can see that that the coordinate velocity « in the u-direction
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is smaller when the particle is on the outside of the torus (v = 0) than when it is on the inside
(v = 7). The constant K is related to the angular momentum around the x3-axis. This is
not unexpected since due to the rotational symmetry of the torus around the 23-axis we can
expect that the z3-component of the angular momentum will be conserved. Let us check this,
the angular momentum is given by the outer product

X
L= X —
mxXx —

The z3-component £ of this quantity is therefore given by

¢ =m(z's? — 2%3') = m(a + bcosw) cosu [t (a + bcosv) cosu —  bsin v sin u]
—m(a+ bcosv)sinu[—u (a4 bcosv) sinu — 0 bsin v cos u]

= mi(a + bcosv)? (4.44)

If we compare this to Eq.(4.43) we see that K = ¢/m. The equations of motion therefore indeed
tell us that £ is a conserved quantity. Inserting Eq.(4.43) into the energy formula (4.42) gives

1 e
E=-mb¥® 4+ —— 4.45

MY +2m(a+bcosv)2 (445)
From this equation we see immediately a few useful things. First of all, if the angular momentum
is zero £ = 0, then © = (1/2E/m)/b is constant and Eq.(4.43) tells us that & = 0. We therefore
immediately find a solution

(u(t),v(t)) = (uo, 2\/?15 + o) (4.46)

where ug and vy are constants. This geodesic is simply a circle in the plane u = ugy where
the particle moves with uniform velocity around the circle. Further insight in the geodesics is
obtained by setting x = bv and rewriting Eq.(4.45) as

1 02
E = —mi? 4.47
MY + 2m(a + beos(x/b))? (4:47)

This is simply the total energy of a single particle moving in an effective potential

62
Viw) = 2m(a + beos(x/b))?
The corresponding equation of motion
ov 0% sin(x/b)

(4.48)

mx =

9z m(a+beos(z/b))3

is, of course, nothing but Eq.(4.41) after insertion of Eq.(4.43). The shape of the effective
potential V(z) is drawn in Fig.4.3
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Figure 4.3: Effective potential for the motion in the v-direction on the torus.

This potential is periodic with maxima and minima. One simple solution to the Eq.(4.48) is
when the particle is at rest at the minimum or maximum of the potential at x = 0 and = = b,
or equivalently v = 0 and v = . With help of Eq.(4.43) we find two other geodesics given by

(03(6),01(0)) = (G + 0.0
(13(0), 2(0)) = (G + 0:7)

which describe the uniform motion of the particle along the larger outer or smaller inner circle
of the torus in the plane 22 = 0. The other geodesics are not so easy to obtain in closed form
but we can easily deduce their properties from Fig.4.3. Let us denote the values of the maxima
of the potential by

62
~ 2m(a — b)?
If the energy of the effective particle is smaller than Ej it will oscillate back and forth in the
potential. This means that v(t) oscillates between values —vy and vy with vy < 7. The particle
moves on the torus without ever making a full twist around the tube that forms the torus. If
the energy of the particle is larger than Ey the particle is unbound and v(t) describes a motion
in which the particle twists around the tube infinitely many times. An interesting problem is
whether some of these orbits are closed orbits. This will be a nice puzzle for you to answer.

Ey

4.3 When is the world flat?

We the knowledge gained in the previous section we can now answer the following question.
Suppose we are given a metric g;;(y) in coordinates 7. Then how do we know whether there
exists a coordinate transformation to new coordinates z*(y) such that in these new coordinates

g= Z dz* @ da* (4.49)
k

in other words when can we transform to a Euclidean metric? First of all, we note that a metric
of the form (4.49) does not imply that the manifold we consider is equal to R™. It applies, for
instance, also to the cylinder of radius R which we can parametrize as embedded in R? as

z' = Rcos(¢/R)
2 = Rsin(¢/R)

3_

x
x
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with z € R and ¢ € [0, 27 R] and which inherits from R? induced metric
g=dpRdp+dz R dz (4.50)

which is exactly of the form of an Euclidean metric. After some thought this does not surprise
us so much since we know that we can easily roll a piece of paper around a cylinder without
wrinkling or tearing. This is, for instance, not true when we try to wrap a piece of paper around
a sphere or a torus. In some sense these objects are more curved and we suspect that it is not
possible to define an Euclidean metric on these surfaces. How can we quantify this? Let us
suppose that our given metric g;;(y) can be obtained from an Euclidean metric as we also did
in Eq.(4.7). Then, since in the Euclidean coordinate system the Christoffel symbols vanish, we
see from Eq.(4.19) that the Christoffel symbols in the y-coordinate system are given by

8y°‘8y5 Ot
or equivalently
02! - Ox!
P — v -
dyedyB Z Faﬁ(y) oy
2l
Which can be written as N
0 [ 0x 83@
=) =31, 451
We can view this as a set of differential equations for dz!/0y® since the Christoffel symbols are
known from our given metric g;;(y). The solutions to these equations determine the desired
functions x!(y) which transform the metric to an Euclidean one. The central question is therefore
to determine when the equations (4.51) have a solution. Note further that the index [ does not

play any special role since all functions 2! satisfy exactly the same equation. Let us denote the
vector a and the n vector valued functions fz by

o
-

15y, 2 Zraﬁ (4.52)

aO(

Then the differential equations (4.51) attain the form

g? — 2. aly) (453)

This is a differential equation which is linear in a. If these equations have a solution then there
will be n linearly independent solutions a (corresponding to n different coordinate functions
7'(y) ). The necessary conditions for the existence of a solution to the Eqs.(4.53) are given by

o _ o _ o _ofp
oy OyroyP  OyPoyr  0yP

which can also be shown to be sufficient conditions. These integrability conditions can be
rewritten as

org ofe org 0 0 B) nLOfe
o=$<y,a<y>>—6jyc’;<y7a<y>>= f5, ol 0J3 ) da" s

Tyﬂz B 7|Z 8,2“ OyP Dzt ‘yayﬁ

ofy o ofs o5
= TZJP|Z ay5| +Z Ozht |yf# Zaizibfg (4.54)
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If we insert the explicit form of the functions f from Eq.(4.52) we obtain
" ory

_Z aaﬁ & Z aa”Z”ZF aZF’* 27— ZF pZF”M

Since there are n-independent solutions to Eq.(4.51) this condition must be valid for all z =
(2%,...,2™) and we obtain

R],5=0 (4.55)
where we defined o
L.s O, " ,
R} .= + Z LW S O (4.56)

apB gy ayﬁ

The vanishing of these coefficients imply the existence of a coordinate transformation to an
Euclidean metric. Since the condition should be valid in any coordinate system y that we started
with we already can expect these coefficients to be coefficients of a tensor. This is indeed
true, the corresponding tensor is known as the Riemann tensor which is a mixed tensor of type
(3,1). We have not shown that it is a tensor, but if you have a lot of paper and patience you can
check from Eq.(4.19) for the transformation law of the Christoffel symbols that under coordinate
transformations it transforms correctly as

i , 027 0z* ozt oy

;‘kl(x) W@Tﬂ@iys o7 (4.57)

RB’yJ( )
4,J,k,1

The non-vanishing of R;-kl implies that we our metric corresponds to that of a curved manifold.

The tensor has n* components so to check that all of them vanish maybe a lot of work. However,
not all components are independent. From the definition (4.56) we see that

R;‘kl = _R;'lk (4-58)

Another way to reduce the number of indices is to perform a contraction of the upper index and
a lower one. In fact, there is only one independent tensor that can be obtained in this way. To
see this we need a few more hidden symmetries which become apparent by using the explicit
form of the Christoffel symbols and lowering the upper index. This gives the tensor

Uk:l Zgz'y ki (4'60)

The vanishing of this tensor is equivalent to the vanishing of the Riemann tensor, so we can also
use this tensor to find out if our metric describes a curved space. With help of the relation

n 6F’Y 8 n n agl’y
D9k = 5 (;M;l> 2 gt = ZF [ik, 5] + [k, i])

~

as well as the explicit form of the Christoffel symbols of the first kind of Eq.(4.12) we find from
Eq.(4.60) that

R %ga Pgik  Pgi Pga
igkt = 3@/3 oyt Oyioyt  Oyidyl  Oyroyk

+ Zg“ﬁ([jk, allil, ] — [ik, ][, 5]) (4.61)
o,
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This equation reveals the further symmetries
Rijri = —Rijik = —Rjir = Riuij (4.62)

In particular if follows from the anti-symmetry in the first two indices that the following con-
traction vanishes,
5 R = 30 =0
i 1,7

since the metric tensor g'™ is symmetric in i and m. Then taking i = j in Eq.(4.59) and

summing over i then gives
n n
i i
E Rijp = — E Ry
i i

There is therefore only one possible independent contraction of the Riemann tensor, which is
called the Ricci tensor Ry, defined by

Ry = ZRfik =- Z Ry = ZR;M = Ryl (4.63)

where in the last step we used Eq.(4.58) to switch the last two lower indices. The Ricci tensor
is therefore a symmetric tensor. Finally, there is the possibility to define a scalar called the Ricci
scalar by

R=Y g'R; (4.64)
2

The Ricci and Riemann tensors can be used to characterize curved spaces. If the Ricci tensor or
scalar does not vanish then the space does not admit an Euclidean metric. It is possible that the
Ricci tensor vanishes while the Riemann tensor does not! so the most robust characterization of
a curved space is given by the Riemann tensor.

Let us now given an example to illustrate our derivations. We calculate the Riemann tensor
for the torus. Because of the symmetries (4.62) and the fact that we only have two indices we
find that for two-dimensional surfaces there is only one non-vanishing independent component,
which for the torus in u and v coordinates is given by

Rumw = *Rmmw = meu = *Rumm

We can calculate Ry, directly from Eq.(4.61). The metric is given in Eq.(3.141) and the
relevant Christoffel symbols were already calculated in Eqgs.(4.26) and (4.27). Since g,, = 0
and g, is constant we have from (4.61)

19 guu

Ruvuv = -
2 Ov?

+ ZQQB([’U'L“O‘] [uv, B] - [uu>a] [vaﬁ])
a,B

Since the only non-vanishing Christoffel symbols of are [uv, u] = [vu, u] and [uu, v] we find

Ruyvur = —%;—;(a + beosv)? + ¢"[uv, u)[vu, u] = bcosv(a + bcosv)
This immediately gives the non-vanishing coefficients of the Riemann tensor
Ry = 9" Rupuw = % =-RY,
Ry = 9" Ry = %cos v(a+bcosv) = —Ry,.

LIn general relativity a well-known example is that of the Schwarzschild solution of the black hole for which
the Ricci tensor vanishes but the Riemann tensor does not.
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For the Ricci tensor R;; we find that the only non-vanishing elements are

1 b
Ry, =Ry, = —cosv(a+bcosv) , Ryy =R, = cosv

uUvU b VUV a + bCOS v

whereas the Ricci scalar is given by

2cosv

R = uuRu UUR, __ avhy
g wt g oy b(a + bcosv)

In any case, we see that the Riemann tensor for the torus does not vanish and therefore there
does not exist a coordinate transformation that would make its metric Euclidean.

As a final note we remark that the Ricci tensor plays an important role in the general theory of
relativity where it is linearly related to the energy-momentum tensor about which we will hear
more later. In any case, the physical picture is that energy and mass distributions determine the
form of R;;, from which we can calculate the metric (up to a coordinate transformation). In the
language of the examples of embedded surfaces we have been using, the energy and momentum
distribution determines the shape of the manifold on which the particle is moving. However,
this shape is in general not static but changing in time, for instance due to gravitational waves,
which in our picture describe moving ripples along the surface of the manifold. In any case, an
important thing to remember is that the shape of the manifold is completely independent of the
type of coordinate system one wants to employ on it and therefore the physical laws should be
given in a way that does not depend on the coordinate system.
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Chapter 5

The covariant derivative

We will discuss how to differentiate vectors and tensors in general coordinates. We start out
by discussing differentiation of vector fields in flat space. Then we discuss how to differentiate
vector fields on a surface embedded in three-dimensional space. This motivates our final general
definitions of the covariant derivative of vector and tensor fields which do not rely on any
embedding in a higher dimensional flat space. We further discuss the geometric meaning of the
vanishing of the covariant derivative of the metric tensor.

5.1 Differentiating vector fields along curves

In the previous Chapter we saw that constrained particle motion gives a nice geometric and
easily imaginable picture of motion in general coordinate systems. We start by exploring this
picture a bit further by studying how vector fields change along particle trajectories. Since this
is a more complicated concept than the change of scalar fields we introduce the concept in three
steps. We first consider vector fields in flat space, then we consider vector fields along surfaces
embedded in three-dimensional flat space and finally discuss the general case of curved spaces.
Let us start with the case of vector fields in flat space.

Imagine a flat two-dimensional plane in which at each point we assign a vector w. This could,
for instance, represent a wind flow over the surface of the plane or the water flow in a river. We
assume that the vector field is static and that the vectors only depend on their spatial position.
We can now imagine that we can travel along a path ¢(¢) parametrized by time ¢ in the plane and
at each point measure the two components (w!,w?) of the vector. To do this we can construct
a Cartesian frame with coordinates (x!, 22) and orthogonal basis vectors (e, e5) as displayed in
Fig.5.1a. The path has coordinates c(t) = (x!(¢),2%(t)) and at each point along the path we
register the two components (w'(t),w?(t)) with respect to the orthonormal basis (ey, es).

117
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Figure 5.1: A vector field w along a path ¢(¢) (a). We rigidly translated the vectors to the same
point (b). These endpoints trace out a path in time and the time derivative dw/0t is a tangent
vector to this path (c).

In Fig. 5.1a we display three of such vectors registered at three different times. To compare these
vectors at different locations we can translate each of the vectors rigidly along the coordinate
axes to the same point and compare them in a single graph. This is done in Fig.5.1b. In this
graph the endpoints of the vectors w(t) trace out a path in time. Then we can calculate the
derivative

ow  Ow' Ow?

= (e —— 5.1

ot ( ot ot ) (5.1)
which is the tangent vector to the path traced out by the endpoints of the vectors w(t) as
displayed in Fig. 5.1c. We can express this more explicitly in coordinates as

ow’ 2. Jw’ 9k >, Qw’ e
g o 2a W (52)
k=1 =1
where we introduced the notation
Oc(t Ozt Ozl 1. .
) O = @) =) 53)

which is just the tangent vector along the path ¢(¢). The expression (5.2) represents the change
of the vector field w if we move in the direction of the vector ¢. We will denote this new vector
by V:w. In components

2. ow’ N

(VC' 'LU)7 = W C
k=1

(t) (5.4)

Figure 5.2: The vector field along a path ¢(t) from as viewed in a polar coordinate system.
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Let us now see what happens in a different coordinate frame, such as the polar coordinate system
discussed in Fig. 3.2 of Chapter 3. In Fig. 5.2 we display a vector field along a path ¢(¢) in a
polar coordinate system. Now we see that the basis vectors e, and ey rotate as we move along
the path, which affects the rate of change of component projections of the vectors w as we
move along the path. For instance, the vectors w(t1) and w(t2) in the figure have very different
components (w”,w?) with respect to the polar basis vectors, although the vectors are almost
parallel from the viewpoint of the Cartesian coordinate system. To calculate the vector V. w in
the polar coordinate system we therefore also have to take into account the change in the basis
vectors (e,,e,) when we move along the path ¢(t). Since we already calculated this quantity
in Eq.(5.2) we can find the result in any other coordinate system by transforming this result to
different coordinates. Let us call these new coordinates (y!,4?). in these coordinates we have

ot ot "ot Oy o T — Aykoyl ot
The last term can be expressed in terms of the Christoffel symbols of the new coordinate
system. Now in the Cartesian coordinate system the metric tensor is simply given by g;; = 0;;

and therefore the Christoffel symbols vanish in this system. Therefore the transformation law
Eq.(4.19) tells us that the Christoffel symbols in the new coordinate frame are given by

Z 0%x 3yp
oYk oyl Ozt

or equivalently
0%l
8yk8y Z kl @yz)

If we insert this into Eq.(5.5) we find

B ow'? O oot p 027 dy'
(Vew)” = Z ot dyr pr Ui ot
B ox? [ ow'™ et p O B 0z’
=250 | +;w T | = ap(v w)'? (5.6)

where we denote

ow'? oyt
o)V P — w'*cT P — k! p
(Vew) 5 + kgl ry— 5t % < + E Iy )

)

Z( Z ”“F”’) ! (57)

l

where ¢/(t) = (y(t),y?(t)) is the path c(t) in the y-coordinate system. Equation (5.7) is the
main result of our derivation. It represents a generalization to general coordinates of the vector
Eq.(5.4) in the Cartesian coordinate system. Equation (5.6) shows that this quantity indeed
transforms as a vector under coordinate transformations. We will derive this in more detail
below as well.

Now we consider a slightly more difficult case, namely that of a vector field along a surface.
This will at the same time help to get a very nice geometrical insight into the expression (5.7).
We consider a vector field along a curve ¢(t) that describes the motion of a particle in a surface
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parametrized by coordinates (u!,u?), i.e. we have x = (a!, 22, 23) with 27 = 27 (u*,u?). We

consider again a vector field w which is tangent to the surface, for instance, a vector field that
describes a wind flow or temperature gradient on the surface of the Earth. Pictorially we have

Figure 5.3: A tangent vector field w along a surface. The vector V; w is defined as the tangential
component of dw/dt.

The curve has the form c(t) = (u'(t),u?(t)) in terms of surface coordinates. The velocity vector

6{t) = i (1) ooy (1) oy

has, when mapped to the surrounding three-dimensional space using an embedding mapping the
form

6lt) = i (1) s (1) o

with respect to Cartesian basis vectors in R?, where 9x/0u’ are the tangents to the coordinate
curves on the surface. Since the vector field w is tangential it can be expressed as

Wl ox 5 OX
W W 8u2 (58)
We want to see how this vector field changes when we move along the curve ¢(t). As in the case
of the two-dimensional plane (see Fig.5.1b), we can move the vectors w(t) at different points
to the same point in space by rigid translations along the coordinate axes of the surrounding
three-dimensional space. The end points of these vectors trace out a curve in three-dimensional
space and we can calculate the tangent to this curve. We have

ow 0 0% ow' Ox C0%x
ow _ 9 i _ ow i "
ot ot (Z“’ am) Ot du +ijw duiow
ow' Ox .. C0%x
e ' 1 5]
; <8u3 dui " T uidui > (5:9)

The first term in Eq.(5.9) is a linear combination of dx/0u’ and therefore represents a vector
in the tangent plane to the surface. The last term, however, has in general also components
pointing out of the surface. This is not difficult to understand physically. In the special case that
we take w(c(t)) = ¢(t) the vector Ow/0t would represent the the acceleration of the particle
which in general also has a normal component that wants to push the particle outside of the
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surface. What we now can do is to calculate the component of dw/0t parallel to the surface
which we will call V;w (the relation to Eq.(5.7) will become clear soon). It is given by

vc"wzaﬂ w

5 —n(a,m (5.10)

where n is a unit normal vector to the surface and we used the standard Euclidean inner product.
So (n,V:w) = 0, which means that we projected dw/0t back into the tangent plane. The
notation V:w is therefore a short notation for the rate of change of the vector field w within
the tangent plane in the direction of ¢. The mapping

w— Vew

for a given tangent vector ¢ to the path ¢(t) in a point p maps tangent vectors in T, M to new
tangent vectors of T, M. Since the definition (5.10) is a geometric one, independent of the
surface parametrization, V; w is a coordinate invariant object and we expect it to transform like
a vector under change of surface coordinates. We will see that this is indeed the case.

First of all, since V. w lies in the tangent plane we can expand it in terms of 9x/0u’ as

%

To find a more explicit expression for the coefficients (V. w)® we take the inner product on both
sides of this expression with 9x/du’. This gives

(Vew g’i> >_(Vew)' <%’%> = (Vew)' gy (5.12)

7 %

where we used Eq.(3.140), i.e
_,0x 0x
9 = G gui’
Consequently we find that

(Vew)' = Zglk <VMU,%> (5.13)
K

from Egs.(5.10) and (5.9) we then see that

(Vs w ox ow 0x Z(@w_ Ox 0x 0%x 8x)

i 9x
8uk> <8t 8uk> oud <6u’ ou k>+wu<8uiauﬂ"8uk>
Px  ox
—Z a9 G g

Inserting this back into Eq.(5.13) then gives

o?x  Ox
(Vé w)l 7u] + Z;w u] lk auzauj ; W> (514)
J VA

We now only need a more explicit expression for the last term in this equation. We can do this
by calculating the derivatives of the coefficients of the metric tensor. using the short notation

8’x  Ox

(ij,k) = <m,w> (5.15)
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we have

0gi 0 ,0x Ox
9~ 9 9wt Ok
99k g ,0x O0x
du ~ 9l ‘B Ok
dgij 0 ,0x 0Ox
dut ~ 9k \Dui’ o

(i.K) + (k. )
(i3.K) + ik )

(ik, j) + (3K, i)

and we therefore see that

o« 1 (0gsx  Ogjr  0gi
(i, k) = 2 <8uj T ouw T ouk

Comparison with Eq.(4.12) then tells us that (ij, k) = [ij, k] and we see that they are equal to
the Christoffel symbols of the first kind. Then Eq.(5.14) becomes

0 i ks
(Vew)! = 6—w]u1 + Z w'id g'*[ij, k]
i.gk

—Z (365 Sl ) o0 = S 519
J

where we defined
3w
l il
1
It remains to show that V:w actually transforms as a vector. We start by showing that the
components w; transform as the components of a mixed tensor of type (1,1), i.e

X ut ou'P
wly =) w'
k o' oud
a,B

The validity of this equation only depends on the transformation law of the Christoffel sym-
bols and hence is valid for any n-dimensional manifold. Instead of (u',u?) we therefore use
(x,...,2") as coordinates. Let us then write

ow' il

then in new coordinates i’ we have using the transformation law Eq.(4.19) for the Christoffel
symbols that

0 Ox! oz’ Oy> 0yP ox! 0%yP Ox!
I 7 1k 2 1k Yr wy Y9 Yy Ye vy vs
Wi T (%:w 8yk> + izk:w oyk Z Las Ox't Oxd Oy + Ep: Oxi0xd Oyp

By

ow'® oyP p 0%l oyP reearn Oy Ozt Ozt 0%yP Ozt
= _— ! - QF v —_— 1k
Zk: OyP OxI Oyk + Z v OykOyr Oxi Z Wt aB gy oy + Z v Ayk dxidxi dyr

ow'* rap ,k OyP O 0%zt oyp oxt 0%*yP Oxl
Z}; ( * Z Oz dyk Z Z Aykoyr dxi ; OyF Oz dxT OyP
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Now the last term in this equation vanishes since it represents the derivative of
l_ Z aﬁb’l 8y1’
% 8373 OyP OxJ

with respect to 3* which is zero, and we therefore obtain

OyP Ozt
I _ 1k
wh =Y wk = 5a Oy (5.19)
p.k
which is exactly what we wanted to prove. If we now use Eq.(5.19) in Eq.(5.16) then we see
that

. 8u ou'P ous out
I _ L -7 _ o 1o+ 18
w) = Zv;ju n Z Bﬁu’a oud 8u”¥u n Zwﬁu ou'
j J, Oéﬁ Y a,f
!

=2 (Vewy gt (520)

which is exactly the transformation law of a vector. If we now go back to the vector V. w of
Eq.(5.11) rather than its components we see that

L Ox e OUW Ox e Ox
Vew=Y (Vew)' o => (Viw) S Do —%:(Vcw) S (5.21)

7 i,

In this equation we wrote V. w as a three-dimensional vector, but it is clear that the equation
is just as valid when we write it as

; 0 o 0
Vew = Z(Vc w) % = Z(Véw)/ ou'e

7 a

in which the vectors live on a two-dimensional manifold parametrized by (u!,u?). This is not
surprising since
X = Ol e R

B ~ 22 0w = 2w oar ~ " (gur)
k=1 k=1

i.e. Eq.(5.21) is simply the push forward of Eq.(5.22) by the embedding mapping i of the surface
in the three-dimensional space. Since Eq.(5.22) is generally valid, what we could have done, is
to skip the whole geometric motivation based on the embedded surface and state the following
definition of a directional derivative on a general manifold. Given a n-dimensional vector field

0
v:va@
J

and given another vector field

there is a new vector field V,, w, called the derivative of w in the direction of v given by

- o
Vow =Y (Vyw) 57

J
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with components
n n ) )
Z (83:J Zl“fiwl> v’ (5.22)
7 %

The proof that V, w is a vector field is simple. Just do the coordinate transformation and
use the transformation properties of the Christoffel symbols as well as the vectors v and w.
Although the definition (5.22) is easy to understand algebraically and the proof straightforward
the geometric meaning would have been hard to grasp if we had not given the motivation on
the previous pages.

5.2 A fancy definition

Now that we know that Eq.(5.22) gives the components of a vector we can reverse the logic
and give a "clean" coordinate independent definition of ¥V, w on a manifold M. Let us start by
deriving some properties of V,, w. First of all, it is immediately clear from Eq.(5.22) that

Voo tv, W =V, w~+ V,y, w (5.23)

Vo (w1 +ws) = Vywi + Vy,ws (5.24)
Vivw= fV,w (5.25)

Vo (fuw) = [ Vow+o(f)w (5.26)

where f : M — R is a function on the manifold and v, v;, w, w; vector fields defined on M.
This brings us to the following definition:

A connection or covariant derivative on a manifold M is a function V which assigns a vector
field V, w to any two vector fields v and w and which satisfies Egs.(5.23)-(5.26).

Note that this definition does not require that we have defined a metric on the manifold M.
Given the properties (5.23)-(5.26) it is not difficult to derive an explicit form of V, w. We have

§ : E : ,} : k k
VUU)— ( w ) V ( 81;’%) = k (w VU (a k> +'U( )W>
owk 9 " 0
J J
- Z 5uT DaF Zw vV o o (5.27)

The last term contains a vector field on M which can be expanded in the basis 9/9x7, i.e.

0 I D
Vot ok = 2Tk (5.28)

where T, are called the connection coefficients. Not surprisingly we can make a special choice
such that these coefficients are actually equal to the Christoffel symbols, but at the moment we
will not make this assumption. In terms of these coefficients we can now write

" owk 0 " (ot IS ) 0
Vo w—vawawaf%“ <axj+ i Pjiv)@x’“

.5,k Js

—Z (V. w) %k (5.29)

in which we recovered the coefficients of Eq.(5.22). However, we have not assumed that we
had a metric so at this moment we do not need to assume that the connection coefficients are
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symmetric, i.e. Ffj = Ffl They do, however, transform exactly as the Christoffel symbols in
Eq.(4.19). Let us check this. First we introduce the short notation

Va =V;
dx?
then Eq.(5.28) is written as
0 = 0
P rk _—_ :
Vig s Xk: o (5.30)

Similarly in a coordinate system 7 we have

0 ~ 0
i ]
v 7 % ', = (5.31)

Then
/ —_
> yﬁ (5.32)

Now since

n 0
/ — -
] 8y5 <Z oyP 8x’¢> n - (8
V. =V =Ve o

o Z
oy™ 1 9y® 30 ;

Q’\

it follows from Eq.(5.32) that
U " 92k o0z* Ox 5,
Va 8yﬂ Z Oy>oyP 6ack Z 8y13 8y 83:’“ Z Ay yP 6ack o AyB ay *kggm
"L 9%k oy 0 " 0k 0xt oy 0
=L apararon * 2 o am o ap (5:33)

Comparison of this expression with Eq.(5.31) then yields

- ozt oz oy " 9%k oy
T = Z m
apB

™k 5y 9P Dxm g Dy 0P OzF (5.34)

k,l,m

which is identical to the transformation law for the Christoffel symbols of Eq.(4.19). However,
we deduced it without making any reference to a metric.

We can further look at the connection V, w in a different way. We have seen in Eq.(5.19) that
the coefficients wl‘; transform as a mixed tensor of type (1,1). This is not so surprising since
V., w is a vector and can therefore act on a covector . Moreover it is linear in v (see Eq.(5.25)).

Therefore, for a given vector field w we can define a tensor Vw € T (T,,M) by
Vw (v,u) = Vyw (u) (5.35)

where v is a vector field and u a covector field. In components this means the following. If

n a n

v = E UJW , u= E ujda?
- X -
J J

then
(o) = 32(Vow) 550 = 3 (Vewpuy = 32 | G+ 3wl ) vty
J J 7, i

—Zwkv u; —ijkdsr ®i(v w)
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and therefore

Vw = Zw]k dz* ® i (5.36)

The operator V is usually called the connection or covariant derivative operator. Here we defined
the covariant derivative on a vector field. We can, however, extend the definition of V and V,,
such that they can act on arbitrary tensor fields.

Let v be a vector field and let V be a connection on vector fields. Then there is a unique
operator A — V, A from tensor fields to tensor fields, preserving the type (k,1) such that

Vof =v(f) (5.37)
V,w is the vector field given by the connection V (5.38)
V,(A) =AVA XeR (5.39)
V,(A®B)=V,A® B+ A®V,B (5.40)
For any contraction C we have V,0C =CoV, (5.41)

Here f is a function and for any tensor A and a function f we define f ® A = fA. With these
conditions we can construct the required mapping. Let us first consider the vector field w and
covector field u and construct the tensor

A:u@w:ZuJ kd:z:j@)— ZAkdx](X)@
ik

The contraction of A is the scalar
n n
Z AY = Z ug w
k k

Condition (5.41) tells us that V, should commute with tensor contractions C. First of all we
have using Eq.(5.37) that

n n

V,o0C(A Zuk w” Zv(ukwk) = Zvj%(ukwk) (5.42)

k j.k
Next we will evaluate C o V,. We have using condition (5.40) that
Vo A=V, (u®@w)=Vyu@w+u® V,w (5.43)

From condition (5.38) we have that
_ k
Veow = E w;jv] py:
Jik

We do not yet know the explicit form of V,u but we know it will be again a covector field and

we can therefore write
n

Vou = Z(Vuu)l da! (5.44)
1

Inserting this into Eq.(5.43) then gives

n

- 0 0
k
V,A= kgl [(Vou)w® + w(Vow)F] da! @ Bk = kgl(v JAF dz! ® p:
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The contraction of A therefore gives the scalar function.

n n

127

CoV,A= Z(VA)Q = Z [(Vvu)kwk + uk(VUw)k] = Z(Vvu)kwk + Zukw;’“jvj

k k

n n
owk
-S4 3 (G 4 Tk ) o
k 7,k

n

7,k 7.k,

This expression must be equal to Eq.(5.42) and by comparison we therefore find that

:i (Vs uk—ZvJ (g:ﬁiulfék> wk
l

k

Since this must be valid for any set of coefficients w* we find that

(Vo) =D upyyo?

J
where we defined
8Uk n )
Uk = @ — Zl:ulek
In particular if v = /027 we have from Eq.(5.44) that
Vju = ;wk;jdxk = ; (W — ;uﬂ‘;k> dx®

If we further specialize to u = dz? we see from this equation that

Vda' = =) T da*
k

Xn: Fel (upw™) Zwk gu;; I+ Z Vou)pw® + Zukw Fklfuj
Jk

(5.45)

(5.46)

(5.47)

(5.48)

Together with Eq.(5.30) this can be used to calculate the derivative of a tensor of general type

(P, q). If

A= Z AJ1 ]‘1 dz" @ ... ® dz"
g

Oxi1 e OxJa
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then as a consequence of conditions (5.37) and (5.40) we have for v = 9/9x" that

= a Zl Z; i1 7 8 8
VA = Z = dt" @ ...®dz ® 57 ® B

i1.-0p,J1---Jq

S DR {deﬂl@...@dx ®

o~ Qi =TT Oada
21.--2p,J1-+-Jq
+d2" ® Vidr? @ ... ® da' - ®...0 3‘ +o
Ozt O
Lt ®... 9 @V .. ® o+
x T kg OO g, T
+dz" ®...@dx e ---®Vkaqu
n . , , 0 0
_ J1---Jq i
= Z Ail...ip;k dz™ @ ... ©dr Oxi1 @ Oxa

i1eip i1 da
where we used Egs.(5.30) and (5.48) and relabeled some indices. We further defined

jl-ujq n

JieJg iy Z Ji--da p _Z l
Az dpsk T ok AZZ‘Z Jip k'Ll . A zp 1le1p
l

+ZA“2 Japd 4 ZAJI fg e (5.49)

If you have some patience and a lot of paper then you can check that these coefficients transform
properly as tensor coefficients under coordinate transformations. For the general operator V, A
we have

0

k _ Ji---Jq 7 3
VA= ZU ViA = ) lZ: A Fdzh @ ... @dx S O ® e (5.50)
Ji-- Jq

Let us finally check that Eq.(5.49) indeed satisfies condition (5.41). If we, for example, contract
the tensor A with respect to the indices i1 and j; we obtain a new tensor B with components

n
Bl = ALl
i1
We need to verify the identity
b= A 55

i2.. zp,k - i182...0p5k

This follows from a direct computation. We have

n ) 9 n n
t1j2.--Jq 11]2 -Ja 11J2...Jq - 11J2...Jq l
ZAil’iQ“.ip;k) - axk Z 11%2.. Zp ZAMQ Zp Fkll Tt ZAiliz...ipfllrkip
i1 i1 11,0

% Jq 71 1] Jq l Jq
+ ZA'le'LQ Z F + ZAZ?LE Z ' F (552)

i1,l i1,l
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We see that the second and the fourth term after the equality sign cancel. A quick inspection
shows that the remaining terms sum up to sz qu such that covariant differentiation indeed
commutes with contractions.

Let us finally give the analog of Eq.(5.35). Let v1,...,v, be vector fields and w1, ...,u, be
covector fields. Then we define

VA, v1,...,0p,u1,...,Uq) = Vy A(V1, ..., 0p, U1, ..., Uq) (5.53)
which implies that

® 0
Oxir T Ogia

Z Al1 i kdx ®Rdr" ® ... ® dz

ki .. zp
J1--

(5.54)

So V is a mapping from tensor fields of type (p, ¢) to tensor fields of type (p + 1, q).

5.3 Tensors along curves and particle motion revisited
So far we kept the connection coefficients general. The familiar Christoffel symbols that we used

in the description of particle motion are recovered when we require that Fk = Fk and that the
covariant derivative of the metric tensor vanishes, i.e.

Vo= giji d* ®da’ @ da? =0 (5.55)
N

This condition yields explicitly using (5.49)

0 _ g” L= aglj Zgl]rkl Zgllrk]

This yields
= ik, 5] + [jk, ] (5.56)

where we defined
Zk j Zgl_}

k

and used the symmetry requirement Fk = I'};. By relabeling we then find

o 1 (0gie  Ogjr Oy
g, k] = 2 <8xj 0w T 0ak

and
= g"ij 1]
1

which is the familiar expression for the Christoffel symbols of the second kind. This connection
is called the Riemann connection and arises from the condition (5.55). We will look into the
geometrical meaning of this condition below. Let us, however, first deduce some consequences.
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These follow from a combination of the conditions (5.40) and (5.41). For example, if A is a
tensor of type (2,2) and B a tensor of type (1,1) then we have

1121 11113k 1171

(Z Afzf) S3a,
ik

l l

]13 Jij J ]1]
(A 2B ) = AP B 4 A]PBP,

In particular, if we take the contraction of the metric tensor ¢ with a vector v we have

Zgijvlj = Z gl] ; Z (gm kv’ + Gij . ) = Zgijv;jk (557)
J J J J

k

)

as a consequence of the condition g;;., = 0. Therefore lowering the index of a vector commutes
with taking the covariant derivative. The same applies when we want to raise indices. To see
this we consider the identity

n
6 = Zg”glj (5.58)
1
Now for the tensor

5_251 x]@—

we have according to Eq.(5.49)

;’;k ak] Zélr +25§’ Zl:_;;j‘FFZj:O
1

and hence from Eq.(5.58) we have

n n
=> (9o +9"q5%) =D gkais
l l

Multiplying by ¢?™ and summing over j then yields g”" = 0. Therefore completely analogously
to Eq.(5.57) we have that if w is a covector then

Z g w; = Z gIw;. (5.59)
J J

ik

and therefore raising indices commutes with covariant differentiation. Let us finally explain the
geometrical meaning of the condition Vg = 0. Let us go back to the operator V,w. In case v
is the tangent vector to a curve c(t) = (z1(t),...,2™(t)) we have

Z vt 8xﬂ

We introduce the notation
— =V.w (5.60)
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This derivative is precisely the one we considered in the introduction of this Chapter. As we
explained before, if w is the tangent vector field to a surface then Dw/dt represents the change
in the vector field w in the tangent plane as we move along the curve ¢(t). In case Dw/dt =0
then, as a consequence of definition (5.10), there is only a change normal to the surface. In that
case, if 2% are surface coordinates, we have

n

Dw g O
O—W—Véw—zk (Vew) 50w
and hence
0= (Vew)r = f wh 27 = En Ou” + n w'Tk, | 47 (5.61)
¢ . 3J . 8zj - J :
J J T

Let us consider a special case. When the surface is a plane in R? then the induced metric on
the plane is flat and I'}; = 0. In that case Eq.(5.61) yields

and we find that w"(z(t)) is constant. In that case Dw/dt = 0 implies that the vector field
along the curve consists of parallel vectors as displayed in Fig.5.5

-~ - —_— =

EdEsE TE T |
|

Pz

/

Figure 5.4: A parallel vector field along a path ¢(t).

There is no change of the vectors in the plane and, in this particular case, the change normal to
the surface is zero as well. In general we will call a vector field with the property Dw/dt =0 a
parallel vector field along the curve ¢(t). Let us now go back to a generally curved surface and
let w and w be parallel vector fields along ¢(¢), then

B) 0 < o "9 o LR o
g9 w) = 7 > giu'w! =3 it o (ggutn’) = 3 a* (giute’)a
4] 1,5,k .5,k

n
_ -k i j i i)
= E & (gij;ku v? + gijulw’ + giju w;k>
4,5,k

- Du\' i [ Dw J
=> (91-]- (dt ) w! + giju (dt ) > =0 (5.62)
%]

as a consequence of g;;.; = 0 and the fact that we chose parallel vector fields. Therefore, if a
connection is chosen to satisfy Vg = 0 then

g(u,w) = constant
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for parallel vector fields u and w. In particular g(u,u) is constant and therefore a Riemannian
connection preserves the length of parallel vectors, as well as the angle between them.
So far we defined Dw/dt for a vector field w which was defined in a neighborhood of a curve
¢(t). Suppose now that w(t) is only defined on the curve ¢(t) as is the case when w(t) = ¢(t)
is the tangent vector to the curve ¢(t). In such a case it does not make sense to write

owk T ;

ot L gz *
J

since w”(t) depends only on the values z7(t) on the curve an hence the partial derivatives
Owk /0z7 are not known. For this case we therefore define

Dw " /Dw\* 9
> (dt) Dt (5.63)
where .
Dw\* @ n ,
(Li;”) = % +3 Witk (5.64)

i.J
Remember from our definitions that vectors are defined in single points, not necessarily as a vector
field in the neighborhood of point. We only require that they act on functions f defined in the
neighborhood of the point and that the coordinate system is defined in the same neighbourhood.
More precisely if z(t) is the coordinate of the point then

Z UJ 8963 )

If we introduce a new coordinate system y(x) then the tangent vector to a curve ¢(t) in the new
coordinate system y is given by
oy’ "L Oyl Oz "L oyl
Vi) = NG NT Ik
ot oxk ot Oxk
k k
and the vector simply transforms as vector in the tangent space at ¢(¢). What we did for vectors

also works for tensor fields that are only defined along a curve ¢(t). For a tensor A of type (p, q)
we define

DA (= (DA ; w0 0

T = - 1

o Z (dt >¢1 i (B de" ©...@di"® 5 ®... 0 5 (5.65)
11...0p celp
j1-~~jq

where
DA\ aAgi:::]q Uiz Jgmi I edae il
<dt>i i (1) = —5= () Z ZA“ P+ +§le I
—ZA{; ];p hi, — - ZAh f: 1lr§%} (5.66)

An important case of Eq.(5.64) is when w = ¢ or equivalently w*(¢) = ¥, which is the case in
which we consider w to be tangent or velocity vector along the curve. In that case we obtain

(D“’) =i +ZF it il (5.67)
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If we imagine the coordinates z* to be surface coordinates (u!, u?) of a two-dimensional surface
in R? then we see from Eqs.(5.11) and (5.16) by taking w equal to the velocity vector v = ¢
that Du/dt represents the acceleration all of the particle parallel to the surface

Dv

| _ Dv
T

= V¢ (5.68)

Newton's law for the motion of a particle of mass m along the surface therefore becomes

D

= 2Y — pl
mal = m—y (5.69)

where Fll is the applied force. Let the force field be given by the gradient of a potential V in

the surrounding three-dimensional space .

3 3
.0 ov 9
F = Fl— = — -
Z oxJ = oxJ JxJ

For example, if the particle would be charged this could be an applied electric field. If mechanical
forces keep the particle restricted to the surface we need to calculate the component Fl parallel
to the surface. To do this we expand the force into the tangent vectors to the surface and the
normal vector n as

ox ox
1, 2, 1L
PPl + Pl g+
We have ) )
ox Ox Ox . .
<8u’“F> " 1<6u73’ 8uj>FJ’H - Z - g

j= 1=

and we therefore find
2 2 3 2
) 0% , ozt oV o OV
F%H;E Jjk F :_E .7k§ :_E: ik 7
19:19 <8u’“7 ) k:lg — Ouk o' k:1g Ouy, (5:70)

Therefore we find that Newton's law (5.69) for the motion of the particle along the surface
attains the form

Dv\’ Ny 2. L0V
m(dt> :m<u3+p%_:1féqupuq> :—;gj aiuk (571)

This is exactly Eq.(4.14) which we derived from the Lagrangian principle. Here we recovered
the same equation by studying the forces and accelerations tangent to a surface. The equivalent
equation (4.13) can be written in our new notation as

2 l
Dv ov

where both sides of the equation are now covectors rather than vectors. What we now want to
show that we can also rewrite this equation as

m(D“b) _ 9V (5.73)

dt k_ ozk

1There seems to be mismatch in the position of the indices. However, this is simply appearance because the
metric is Euclidean g;; = §;;. We have F7 = — ", ¢7*0V/0z* = —oV/ox7.
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where we take the covariant derivative of the covector v” obtained by lowering the indices on v.
Since v” is a covector the covariant derivative should be taken according to Eq.(5.66) as

b
<DC;) - 8”’“ Z W TL (5.74)

l,m=1

This is, in fact, an immediate consequence of Eq.(5.59) but let us check it explicitly for vectors
and covectors defined along a curve. Rather tan restricting ourselves to two-dimensional surface
we consider the case that we have n general coordinates. We have

Dv’ 0 [ =
(dt)k = o (ngﬂ”) =D gy Dy

l,m,p

= Z 89“ Mol ngz ix vP[mk, p] (5.75)

where in the last term we used that (see Eq.(5.56))
Zkagzp Zg giplmk., q) = Zag[mk,q] — [mk, p]

If we further use that

Gk .

then Eq.(5.75) becomes

( ) ng + Z ([km, 1] + [Im, k] — [mk,1])a™ 0!
:Zle%%—Z[Zm,kx v —ngl 5 +ngpf 2ol
l lm

l,m,p

= ng + ZF il | =Y g (l;:) (5.76)
l l

which was exactly what we wanted to show. Therefore raising and lowering of indices commutes
with D/dt.

5.4 Parallel vectors on a sphere

Let us finish with an explicit example that illustrates many of the things discussed. Let us
parametrize a sphere with unit radius with the usual spherical coordinates

z! = cos¢sind

z? = sin ¢ sin @

23 = cosf
Then tangent vectors to the surface of the sphere (when imbedded in R3) are given by

Ix — sin ¢ sin @ x cos ¢ cos 0

— = cos ¢ sin , — = | singcosh (5.77)
¢ 0 09 —siné
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The metric tensor is then readily calculated from

—(%%>—in29 _<ajaj>_ _<alaj>_
9oo = a¢7a¢ =S8 ) 9eo = a¢780 - y 900 = 90° 90 -
and we therefore find that
g=df®df+sin’0do @ de (5.78)

Let us now calculate the Christoffel symbols of the first kind using Eq.(5.15). We have

9 —cos ¢sin 5 —sin ¢ cos 6 o —cos¢sinf
a—X: ( —sin ¢ sin 6 ) , 07x ( cos ¢ cosf , a—xz —sin ¢ sin @

0¢? 0 0900 0 06? — cosf

and find that the only non-vanishing Christoffel symbols are given by
[¢09, 0] = —sinfcosh , [pb,d] = [0¢,P] = sinb cosb (5.79)

We can check some relations that we used, such as Eq.(5.56). We have, for instance, that

9950 _ g(stQ 0) = 2sinf cos 0 = [0¢, | + [¢0, ¢]

o0 00
59¢9
=0= 0]+ [0
oot = 0= (00,6 + 06,0
The only non-vanishing Christoffel symbols of the second kind are given by
.
er = g??[00, ] = Za sin # cos § = cot
szs = ¢%%[¢¢, 0] = — sin 6 cos O

This yields the following two equations for the geodesics
é+206 cotd =0
6 — ¢? sinfcosh =0

From Eq.(5.17) we see that the equations for the covariant derivative of a vector field

v = ve% + v¢%
are given by
(Vo) = (Vo) g + (Vor)
(Vo) = (Va)’ 5 + (Tav)* 5
where
(Vo) =08, = %i + T 0% = %ﬁ: — sin 6 cos 6 v®
(V¢v)¢ = v;‘fb = (ZZ + Fieve = %q;f + cot 007
(Vov)? = = %‘Z
(Vov)? = Ud; = %Ue(b +F£e ¢ = 88%: + cot fv?



136 CHAPTER 5. THE COVARIANT DERIVATIVE

We can check that we can properly lower the indices on these quantities. The covector v’
obtained by lowering the indices on v is given by

v = vp d + vy dop (5.80)

where

vg = goo v° =1’
Vo = Goo v? = sin? Hv®

We can now calculate the covariant derivative of the covector using Eq.(5.46). We have

9y ¢ vy = vy —cotbus = ;9 (sin? @ v?) — cot fsin? O v

(Vpv)g = vg0 = 50 Loove 39

ov?
= sin? 0 {89 + cot9v¢] = o4 vj;

(Vgv)g = g6 = 8;; I 409 = %ﬁ; +sinf cos vy = (%5 (sin® @ v?) + sin 6 cos v’
v?®
= sin? 6 ﬁa(p + cot B v ] = g¢¢v§z}
61)9 81)
(Vouh =g = g5 =9V
- o 81)9 8119
(Vov)gp = v, = 9 F9¢> "= 2% —cot0v¢— 8¢ Y _ cot fsin? 6 v®
%—Zf —sinfcosfv? = oo vﬁb
Let us finally calculate the coefficients of Dv/dt. Using Eq.(5.64) we have
D\’ v 0 o’ :
) = == ¢ _ 27 g @
( 7 ) 5 +gp0v 5 sinf cosf pv (5.81)
Du\?  ov? g Ov? - w
(dt) =30 01) +1? 0¢v —ﬁ—i—cotﬁﬁv +cotfopv (5.82)

Let us from these two equations calculate the parallel vector fields satisfying Dv/dt = 0 in two
cases. In the first case we take 6(¢) =t and ¢ = ¢ to be constant. Then Eqgs.(5.81) and (5.82)

yield
o (Pr)' o
S\dt )] ot
Du\?®  ou®
- [ == - ¢
0 <dt> o +eot(t)v

The solution to these equations is

6
v = ¥ = — 5.83
o sin t (5.83)
where vy and K are constants. We can check that the length of the vector is constant along
the curve. We have

2

. K
9(v,v) = goo(v9)? + gpp (v9)? = 0§ + sin’ t —;

:08+K2
sin“ ¢
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The reason that the component v? seems to grow as we move from the equator to the poles
of the sphere is simply that are basis vector 0x/0¢ has length sin 6 with decreases towards the
pole. If we would introduce a normalized basis vector €4 = (1/sin#)0x/0¢ then with respect
to this basis we would have 7% = K. We therefore have the following picture for the vector field.

1’» —_— e S P eden - — —

Figure 5.5: A parallel vector field along the curve ¢ = ¢ and 6(t) = t.

In the second case we take ¢(t) = ¢ and 6 = 6y to be constant. In that case Eqgs.(5.81) and
(5.82) give

Dv\? o’ .
0= (dt) =5 " sin 6 cos 0y v*?

Du\?  ov?
0<) :ﬁ‘FCoteo’Ue

From the first equation we find
o 1 o’
v =V
sin 0y cos Oy Ot

which inserted into the second equation yields

0%v?
ot?

= —cos® Oy’

The general solution to this equation is
v (t) = A cos(wt) + Bsin(wt)

with w = cosfy (let us take the northern hemisphere such that 6y € [0, 7/2] then cosfy > 0)
and hence

1 31}9 w
") = o —Asin(wt) + B cos(wt
v ( ) sin 90 oS 90 ot sin 90 COS 90 ( Sln(w ) =+ COS(w ))
1 .
= Gng, (—Asin(wt) + Beos(wt))
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Then

vy A cos(wt) sin By n B sin(wt) sin g
v? ] 7 sinf, — sin(wt) sin 6, cos(wt)

Let us, for example, take A =1 and B = 0. Then

( zi ) N ﬁ ( Coi(gg(j?)eo ) (5.84)

Let us check that the length of the vectors is preserved if we move along the curve. We have

.2
3 t
9(0,0) = goo(6")? + g (v%)? = cos?(wt) + sin? By T2 ()

=1
sin? 6,

which is constant. As a three-dimensional vector field (i.e. embedded in the surrounding R?)
this has the form

ox ox costcos by sin(wt) —sintsin 6
v(t) = v (t) == (t) + v?(t) = (t) = cos(wt) | sintcosfy | — — cos t sin gy
00 0 _sinf, sin 0y 0

w cos(wt) cost + sin(wt) sint
= | wecos(wt)sint — sin(wt) cost (5.85)
— sin 6y cos(wt)

If our calculation was right then 9v/0 must only have a component normal to the surface.
Differentiating Eq.(5.85) we find

o (1 — w?)sin(wt) cost sin? @ cos t
i (1 —w?)sin(wt)sint | =sin(wt) | sin®?fysint | = sin(wt) sin Oy n(t)
w sin O sin(wt) sin 0y cos b
where
costsin 6
n(t) = | sintsinép
cos By

is a unit vector normal to the surface of the sphere. The change in the vector field is therefore
indeed only normal to the surface. From Eq.(5.85) we see that in order to achieve this the vector
field must rotate in the tangent plane. We can rewrite Eq.(5.85) as

v(t) = cos(wt)eq(t) — sin(wt)ey(t) (5.86)
where we defined
lt) = Gy 1)+ eslt) = o 25 (1) (5.87)

to be unit tangent vectors to the sphere. Pictorially this looks like
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Figure 5.6: A parallel vector field along a the curve ¢(t) = ¢ and 6 = 6.
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Chapter 6

Relativistic mechanics and the
| orentz force

We present the relativistic force law, introduce the four-momentum and show how momentum
and energy transform under Lorentz transformations. We show how the Lorentz force law as
well as the electromagnetic field tensor F' arise naturally from the assumption that the force is
linear in the four-velocity. We derive the transformation laws of the electric and magnetic fields
under a Lorentz transformation and work out two examples of particle motion in static fields.

6.1 Momentum and force in general coordinates

In Chapter 4 we discussed particle motion in general coordinates in Newtonian context. We
found that the force law in general spatial coordinates has the form

Fk:m<l;:> =m|z —I—ZF &3] (6.1)

1,7=1

where
. oxF
Z N (6:2)

The path of the particle z(¢) is a function of time which in a Newtonian theory is the same for
any observer. In a Lorentz invariant theory space and time are transformed among each other.
In this case only the proper time coordinate 7 has an invariant meaning. It is therefore clear
that the invariant generalization of Eq.(6.1) to general space-time transformations must be

D
Fk:m<d:> —mx—i—ZF 3 9] (6.3)
1,7=0

where

k
= o= v*(T) (6.4)
Eq.(6.3) looks completely identical to Eq.(6.1). We have only replaced the absolute time of the
Newtonian theory by the proper time 7. We further deal with a four-dimensional space-time
manifold rather than a three-dimensional spatial manifold. The vectors in Eq.(6.3) and (6.4)
have four components and are therefore referred to a four-vectors. The simplest four-vector is

141
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the velocity four-vector v*(7) of Eq.6.4) which is just the tangent vector to the world line of
the particle in space-time. In Chapter 1 we defined the world line in a Cartesian coordinate
system but it is clear that we can do this in any coordinate system that we like. Let us, for
the moment, stick to standard coordinates in a Lorentzian frame z*(7) = (2° = ct, 2!, 22, 23))
then according to Eq.(1.64) we have

—c?dr? = —(daz®)? + (dz*)? 4 (dx?)? + (dz®)? (6.5)

where dz* are the infinitesimal differences between two space-time events that happen at the
same spatial points in the reference frame that moves with the particle. From Eq.(6.5) it follows

that ) ) ) )
dz? dz! dz? dx3
— 2 — _ _ _ -

If we introduce the metric tensor for the Minkowski metric

3
9= Z gij da* @ dx’ (6.7)
4,j=0
where
-1 0 00
o 0 1 0O
JiT=1 0 01 0
0 0 0 1
and write
N )
— J R — -
v(r) = ZU (T)ﬁa:j - 4~ Jr 029 (68)
3=0 7=0
then Eq.(6.5) is equivalent to
—? = g(U,U) (69)

From this equation we see that the tangent vector v to the world line has constant length. This
means that the world line curve, up to a factor of ¢, is parametrized by arc length (see Eq.(4.34)).
if we transform to arbitrary new coordinates (y°, y',%?,y%) then Eq.(6.6) becomes
ox' 0z Oy* oy oYk oyt
_0222 yy:Zg’yy
k=0

95 Dy% oyl o1 Or “or ar

i,4,k,1=0

where s
ozt OxJ
!
9r = 97 AT
! ”2;0 Y oyk oy

For instance, when transforming the spatial Cartesian coordinates to spherical coordinates (20, 7,6, ¢)

we have ) ) ) )
dx? dr do do
2 2 2 2
—ct=—|— — ro | — rsin“ @ ( —
<dr) i <d7) i (ch) e <dr>
In the absence of gravitational forces (or more precisely for a vanishing Riemann tensor) the
metric can always globally be transformed to the Minkowskian form. This metric defines a
equivalence class of physically equivalent metrics up to a coordinate transformation (which for
instance includes the metric of the rotating disc discussed in Chapter 2). In the presence of

gravitational fields Minkowskian form can only be achieved locally, describing non-rotating and
free falling frames. These are the local inertial frames described in Chapter 2. The global metric
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is determined by the mass and energy distribution and represents again an equivalence class of
metrics up to a coordinate transformation.

The next step is to give a description of the four-force in Eq.(6.3). For classical (i.e. non-
quantum) applications the most important are electromagnetism and gravity. The simplest case
is gravity since in that case we simply have F* = 0 as particles in a gravity field move freely
along geodesics in space-time. The only way gravity enters is via the Christoffel symbols Ffj
which are determined by the metric g;;. We see that gravity is actually no force. This is exactly
as the constrained motion of particles along surfaces which we considered in Chapter 4. The
deviation from geodesic motion is caused by true forces not related to the curvature of space
the particles moves in. Consider, for example, the motion of two electrically charged particles
on the surface of torus. The interaction between the particles will push them away from free
geodesic motion. We will soon see what form F* attains in the case of electromagnetism, but
let us for the moment keep the vector F¥ general.

We start by defining the four-momentum vector in arbitrary coordinates z*
ox
k k
= = 6.10
PP =me = mu (1) (6.10)

where m is the mass (or more appropriately the rest mass of the particle). The four-force F* is

then defined to be . .
Dp Dv
k = —_— = —_—
F* = (d’]’) m < dT) (6.11)

i.e. it is the covariant derivative of the vector p along the path 2*(7) of the particle. This
is exactly Eq.(6.3). Our definition is not useful until we have also given a description of the
physical origin of the force. Let us, however, start by deriving a condition on F*. From Eq.(6.9)
it follows that

0 0 - dg;; Oz . ot . OV
— — oy d — v 00 . J 2
0=3900) arz 9 ot o7 " +Z”_ g”(at” e ar>

.5,k

Ovd
_Z [ik, 7] + [7k,1]) vvj—&—Zg”( z(,;_)

1,5,k

vt ; Ovl ok .
=> i <atUJ +o 87) + ) (Thay + Fé‘kgzi)ﬁv v
]

1,9kl

=> gij 81} +ZFlkv— vl + o' ZF lax
0,J

ef(E) }—m ()

It therefore follows that

Do
0= — 6.12
g(“’ dT) ( )
and consequently from Eq.(6.11) that
3
0=g(v, F) Z giv'FI =" Fu' (6.13)
4,j=0 i=0

We therefore see that the contraction of the covector F” with components

3
Fi = Zgiij
=0
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with the vector v is zero. We can also write this as F”(v) = 0. Since the momentum p and
force F' are vectors, it is clear how they transform under general coordinate transformations.
However, to get some insight into the physical meaning of these vectors we will return to the
case of standard Lorentz frames in the next Section.

6.2 Lorentz transformation of momentum and energy

Let us now again consider the case that we have Cartesian coordinates and let us describe the
motion of a particle in terms of the time-variable ¢ in some Lorentz frame. Then the world line
is given by

z(t) = (2°(t) = ct, ' (t),2%(t), 2% () (6.14)

It is clear that there is a one-to-one correspondence between ¢ and the proper time 7 since ¢
grows monotonically with 7. We can therefore regard ¢(7) as a function of 7. If we differentiate
Eq.(6.14) with respect to 7 we find

k( ) = ‘Ek — %ﬁ
U T ot ar
and therefore N
i i T t
() = (07 9t ot at) 7 (6.15)

The last three components within brackets are simply the components of the velocity as observed
from the Lorentz frame in which the particle moves. From Eqs.(6.15) and (6.6) we then find

_2+d7x12+d7m22+@2@2
¢ dt dt dt ar

ot 1
e — 6.16
or 1 _ ul®)? 7 ( )

c2

_02 —

and therefore

where we used that 9t/97 > 0 and defined the velocity

o (%) - (5) - (5)

From Eq.(6.15) we then see that

o(r) = (e, ut u?,u?) (6.17)

where u? = 9z /0t for i = 1,2,3. From Eq.(6.17) we then see that the momentum four-vector
takes the form

p = mv = y(me, mu', mu®, mu®) (6.18)
The three-vector mu
p(t) = ymu = " (6.19)
-

where u = (u!,u?,u3) represents the generalization of the Newtonian momentum p = mu to

Lorentz frames. Let us see if we can attach some physical meaning to the component p® as
well. If there is no force acting on the particle then dp/dr = 0 and p(7) is a constant vector.
For the three spatial components this implies conservation of three-momentum. We also know
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that the energy of a freely moving particle is conserved. It is therefore to be expected that this
is described by the p component in Eq.(6.18). From dimensional considerations we see that
p? = E/c where E is the energy. Eq.(6.18) then tells us that

mc2

We can also arrive at this result in a different way. We will use the following familiar equation

form classical mechanics
oFE F.u OJu u o (1
— =F.-u=m— -u=—|-mu
ot 0 ot \ 2
which says that the rate of change of the energy of a particle is equal to the work F - u done on

the particle. Let us see what the equivalent of this equation is in special relativity. We consider
Eq.(6.13) for the case of a Minkowskian metric such that

0= Fyo® + Fio! + Fyo? + F30® = —F%°0 + Flo! + F20? + F33
From this equation we see that
op° N
L =F0 =Y T (6.21)

or L~ O1
Jj=1

Further using
apk - (c)pk ﬁ B apk

or ot or ot
on both sides of the equation, as well as Eq.(6.17), we see that
R L S (622)
ot ~ ot ot '

We therefore find that

o on

ot ot

and hence

E=pc+ K

where K is an integration constant. If we put K = 0 we recover Eq.(6.20). In case that u < ¢
we find from Eq.(6.20)

u4

1 3
E=mc®+ -mu?>+ -m— +...
2 8 ¢
The second term in this equation presents the familiar kinetic energy from Newtonian mechanics.

The first term describes the energy content of a particle at zero velocity
E(u = 0) = mc?

This is not just a constant since mass is not conserved in relativistic particle collisions, unlike
in Newtonian mechanics. Mass is therefore proportional to energy content and not a separate
physical quantity. In particular, we conclude that any type of energy is a source of gravity.
Since the four-momentum is a vector, i.e. more precisely

3 . Pl 3 ‘ P 3 ] o k P
P =3P = P = D PG5
7=0 j=0 j 0

Jj= J,k=
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we have

In case y* are coordinates in a Lorentz frame O’ moving with respect to our original frame O
with constant speed v along the z! axis we have

5 —yv/c 0 0
oy* —vyv/c ~y 00 1
903 | 0 0 10 V=T (6.23)
0 0 0 1 c?
and therefore . ) . .
0 _P T cP o= b =P (6.24)
v2 v2
e e
and p? = p?,p’® = p3. We can write this equivalently as
E — 1 1 _ vE
E = up p/l _ c2 (6.25)

)
_ 2 122
c? c?

From Eq.(6.6) and the definition (6.10) we further obtain the useful relation

E 2
et~ () ot
C

E = c\/m?2c? + p? (6.26)

where p is the three-momentum. This relation is often used in the study of particle collisions. For
instance, when we have two incoming particles with four-momenta (E;/c,p1) and (Es/c, p2)
and outgoing four-momenta (E3/c, p3) and (E4/c, p4) then the conservation of four-momentum
tells us that

or

\/m%c2+p%+\/m302—|—p§ = \/m§c2—|—p§+\/m302+pi
P1 + P2 = P3 + P4

Using these equations we could now study a large number of different collision processes. We
will not do this here but instead continue to discuss the force law Eq.(6.3) in the electromagnetic
case.

6.3 Lorentz force

To predict the motion of a particle under the influence of a force F'* we have to solve Eq.(6.3).
However, we first need to describe how the force looks like at any space-time point. One of
the simplest force laws that one could write down is that the change in four-velocity is simply
proportional to the four-velocity. In terms of an equation

m (Z”)k = GF*(v) (6.27)
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where § is a proportionality constant to be determined later and where F is a linear transformation
that maps a four-vector to a four-vector, i.e.

Flawr + Pua) = a F(v1) + B F(v2)

If we write out F in components we can write Eq.(6.27) as

Do\" _ k
m <dt> =Gy Flv (6.28)
We see that the coefficients 7 must be the components of a mixed tensor of type (1,1), i.e.

3
)
F=Y Fld'e -~
P Ox

If we act with F on a vector v and a covector w we have

Flo,w) =Y Ffolwp =Y (F0) wr = (F(0))(w)
k,1=0 k=0
where F(v) is the vector
3 P 3
Flo)=> (F)'5r  (F@)' =) F (6.29)
7=0 =0

Given F we can define the second order covariant tensor F' acting on vectors u and v by
F(u,v) = g(u, F(v)) (6.30)

where g is the metric tensor. In components we have

3 3 3
F(u,v) = Z gijui(]:(v))j = Z gijui]:}zvk = Z Fiu'v"

i,j=0 4,3,k=0 i,k=0
where
3 .
Fi, = Zgijfg (6.31)
§=0
is obtained from F by lowering the upper index. The tensor F' has the property
m Dv
F(v,v) = g(v, F(v)) = gg(v, E) =0 (6.32)

where in the last step we used the property (6.12). If we assume that any (time-like) four-vector
can be the four-velocity of a particle in field F' then we have for four-vectors u and v that

F(u,v)+F(v,u):%[F(u—!—v,u—t—v)—F(u—v,u—v)}=O

and therefore
F(u,v) = —F(v,u)

It therefore follows that F' is an anti-symmetric tensor, or in components

Fig = —Fy; (6.33)
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Now using Eq.(6.31)

3
Z 9" Fy, = T}

1=0
we can write Eq.(6.28) as
Do\ 3 3
_ = 1ok _ ~ lip ok
m<dt> qu}“kv =g Z 9" Fip v (6.34)
k=0 i,k=0
or equivalently
Do 3 k
m (dt)z =q kZ_OFikv (6.35)

Therefore from Eq.(6.27) we conclude that a linear relation between the four-velocity and its
covariant derivative implies that the four-velocity and the covariant derivative of its covector
are related by a rank two anti-symmetric covariant tensor. Since Fjj is anti-symmetric we can
always write it in components as

0 —-E, —F, —Ej
E, 0 By —B
E, —-B; 0 B
Es By —-By 0

F= (6.36)

From the way that we derived the form of this expression we can not deduce the physical meaning
of the six non-vanishing components (E1, Es, E3, By, Ba, Bs). We can just note that they may
a different role since the coefficients (E4, E5, E3) involve the mixed space-time components Fj;
of the tensor whereas the coefficients (B, Bs, Bs) involve the purely spatial F;;,4,j = 1,2,3
components of the tensor. The components (E, Ea, E3) will be called the components of the
electric field whereas the components (B1, Bs, Bs) will be called the components of the magnetic
field. With the form Eq.(6.36) we can write out Eq.(6.35) as

(

v/
N

)0 —El’U1 — E2U2 — E3U3
E1’UO + ’U233 — 1)332
EQ’UO — UlBg + UgBl
E3UO + ’UlBQ — ’UzBl

—

—~~

O &0 &|0 &

‘I‘S‘\‘S‘\‘@b‘\
[\V]

~— — —
I
L))

w

and we therefore obtain the equations

D
m (”) = —§(E1v' + Exv® + E30%) (6.37)
r /,
(%) 2 3
dr /1 El v B3 —v BQ
m| (82), | =¢@°| E | +4 | v3B1—v'B; (6.38)
(%)3 E3 ’UlBg - ’U2Bl

To write these equations in a familiar form we take Cartesian coordinates in a Lorentz frame
with Minkoskian metric. We then have

3 7 3 . 3 .
Dv Dv o’ Ot ov?
(7).~ 2% (%) - 295 g7 ~ 2%y

o0 vl ov? Od
_7<_Eaﬁaﬁaﬁ) (6-39)
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We then have from Eq.(6.17) that v(7) = (¢, u) and therefore we can write Egs.(6.37) and
(6.38) as

0
ma(c*y) = §(Eiut + Eyu® + E3u®)

) E1 ’u,1 B1
9 -5 ~ 2 2
mat(vu)—qc Ey | +q| u x| B
E3 US 83

If we now choose ¢ = q/c where ¢ is the electric charge of the particle we recover the familiar
equations

OE 0

_—— 2 = M
oy 8t(’ymc) ¢E-u (6.40)
op 0 B 1

Eq.(6.41) is the famous Lorentz force law (we use Gaussian units) and Eq.(6.40) describes the
change in energy of the particle when it is being accelerated or de-accelerated in the electric
field E by a force F = ¢E.

6.4 Transformation of electric and magnetic fields

Another useful consequence of our derivation is that, since we know that F' is a rank two
covariant tensor, we can easily calculate ist components in a different coordinate frame and
in this way determine the transformation law of the electric and magnetic fields under Lorentz
transformations. We have

3 3 3 , .
) . oz oz’
_ E / k l__ E 7 _ § k l
k,l=0 2,7=0 i,5,k,l=0
and therefore
3 . .
ox' 07
/ —_— R
Fy = iEj::O Fij ay* oyl (6.42)

In the case of a Lorentz transformation from a system O with coordinates x to a system O’ with
coordinates 3 which moving with velocity v along the positive x'-axis of O we have

, v 8 00
o | gy 0 0

MNi=5x= o010 (6.43)
000 1

where 8 = vy/c. Then Eq.(6.42) becomes

3
Fly =Y (A")wi Fij Ayy
j=0
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Inserting the matrix (6.43) into this expression the yields

Yy B 0 0 0 —E1 —EQ —E3 Y ﬁ 0 0
o g ~v 0 O FEy 0 B; —B, 8 ~v 0 0
kt = 0O 0 1 0 Ey —DBs 0 B; 0 0 1 0
0 0 0 1 FEs By —B; 0 0 0 0 1
v B 00 —BE; —vE; By —Ej
_|[ B~ 00 vE: BE: Bs  —Bs
0 0 1 0 ’YEQ - ﬁBg BEQ - ’}/Bg 0 B1
0 0 0 1 vE3 + 3By (E3+~vBs —B; 0
0 —FE —vEs + 8By —vE3 — BB
_ Ey 0 —BEy ++vB3 —BE3 — By (6.44)
vE; — BBy BE; — vBs 0 By '
vE3+ BBy BE3+vBs -B; 0
We therefore see that
E| = E B, =B,
v v
Ey = ~(Ea — ;Bs) By =~(By + EES)
v v
Ey =~(E3 + ;Bz) Bj = (B3 — EE2)

We see that the electric and magnetic field componenst get transformed among each other. We
can rewrite these equations as

\/\ =E|=E

(=B =B
0 0 v 0
E} Fs ¢ 0 B3
0 0 v 0
Bl Bs ¢ 0 Es

where we split the electric and magnetic field into components parallel and perpendicular to the
the direction of motion of O" with respect to O. Since we can always, for an arbitrary direction
of velocity v of O’ with respect to O define the z'-axis along the direction of motion, we have
in general

E| =E, B| =B, (6.45)
1 1
El:y(El+EVXBL) B/l:’y(BlngXEl) (646)

These are the general transformation laws for the electric and magnetic fields under a Lorentz
transformation. There are further two useful invariants that one can construct. These are

3 3
a= > FyFY B=> (xF)i;F7 (6.47)

i,j=0 1,5=0
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We have (see Egs.(3.103) and (3.104)) that

0 Eq FEs FEs 0 By Bs Bs
SR IR
—FE3s By —B; 0 —-B; FEy, —F; 0
which together with Eq.(6.36) gives
a=2(B?*-E? , B=4E-B (6.48)

This implies that the statement |E| > |B| or |B| > |E| is a Lorentz invariant. Moreover if E =0
or B = 0 in one Lorentz frame then E | B in another Lorentz frame. So if non-zero electric
and magnetic fields are not perpendicular then no Lorentz frame can be found in which either
the E-field or the B-field vanishes.

All these examples show that electromagnetism is not described by two independent vector
fields E and B. Instead they are described by an anti-symmetric field tensor F' with simple
transformation properties.

6.5 Particle motion in static fields

6.5.1 The constant electric field

Let us now look at the solution of the Lorentz force Eq.(6.41) for two illustrative cases.
Let a charged particle move in a homogeneous electric field E = Eye; = (E1,0,0). The particle
has an initial momentum p = pges at t = 0 in the z2-direction.

Figure 6.1: Initial momentum py is perpendicular to the direction of the E-field.

According to Eq.(6.41) the equations of motion are

o m o\,
a\ i/ o ) 1T
o m o\
ot ,/1711,2/02 ot o
o m o\
ot ,/1—11,2/@2 ot -

Because u? = (u')?+ (u?)?+(u3)? appears in every equation the equations are not independent.
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Integrating the equations and using the initial condition gives

(6.50)

n_ oo
V1 —u2/c2 Ot

The last eqation gives that u? is constant, but since u®(0) = 0 we have u?(t) = 0 and hence

u? = (u')? + (u?)2. The Egs.(6.49) and (6.50) are still coupled. From these two equations we

see that
ox! _ qEit Ox?

—_— = 6.51
Squaring Eq.(6.50) gives
Oe)' ()P (o L (22yT Lo
ot \m 2\ ot 2\ ot
and inserting Eq.(6.51) into this equation then gives
2\ 2 9 9 2\ 2 E 2
9z” :(@>_(Lo> 927\ (4Bt
ot m mc ot Do
which yields
02”\* _ (poc?)?
ot ~ m2ct + pic? + (qcEqt)?
We therefore find ) )
W3(t) = 92 pc (6.52)
o /B + (qcEnt)?

where we defined Ey = \/m2c* + p3c? to be the initial energy of the particle. From Eq.(6.51)

we then also find that - B2
ul(t) = gr _ Qq# (6.53)
ot E3 + (qcEqt)?

Both Eq.(6.52) and Eq.(6.53) can now be integrated. If we take z1(0) = 0 and z%(0) = 0 we
find

1
1
9., _ Poc . . _qqcEqt
2 (t) = iE: sinh 2 (6.55)

From these results we can see a number of interesting things.First of all, unlike in the Newtonian
case, the velocity does not grow linearly with time and does not become arbitrarily large but
remains always less than ¢. Only for times ¢t < Ey/qFE1c and pg < mc we have

1 qF1c%t B gFc*t qFE1
u = = ~ ——t

Eo /m2ct +ng2 ~ m

2
2 . PoC” __ Po
U =~ —

Eo m
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If we denote oo = qFE1¢/Ey then

ul — cat W2 — PocC 1

V1t ()2 Eo /1 + (at)?
so as a function of at we have

/’... ~ F,__
§ \\ ) i —a !

B A R=E

Figure 6.2: The velocities u! and u? as a function of «t.
We therefore see that, unlike the Newtonian case, that also the velocity u? changes with time.
Let us further calculate the energy of the particle. Since

mc2

we need to calculate

U2
1-— =
C

1 m3t

T EZ1+ (at)?

(6.56)

(at)? p?\? 1
Hmw+(%>1+mﬁ

E = Eg\/1+ (al)?

and therefore

So for large times the energy grows linearly with time
E =~ aEyt = qF;ct (t — o0)

We can further calculate the relation between the proper time 7 and the time ¢ in the Lorentz
frame O. According to Eq.(1.65) and Eq.(6.56) we have

t 2 2 t 1
() :/ di'\J1- 2 =" [t ————— = " ginh ()
0 ¢ Eo Jo 1+ (at))?2  qEr

or equivalently

Ey . qbaT
t(r) = h 57
(1) Erc sinh( . ) (6.57)
Inserting this expression into Eqs.(6.54) and (6.55) then gives
E E E
1 0 0 q£a
= 1+ (af)? — 1} = 2% leosh(2 1y — 1
x (1) o [ + (at) o |:COS (mc T) ]
(1) = Po
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In this way we completely determined the world line of the particle as parametrized by the proper

time 7 (we take 2°(7) = ct(7) and can take z3(7) = 0). We can then directly calculate the
four-velocity

“or  “or  me

1
vl(r) = Or” _ @sinh (qu 7')
m

or me

0
UO(T) _ 0 _ 0t _ Ko cosh (qu T)
me

c
ox! Po

2.y_ 9T _ Po

vi(r) = or m

V(1) =0

As a check on our results we can verify that the length of the four-velocity is indeed —c?. We
have

Eo\’ E E 2
g(v,v) = =) + (v1)? + (v*)? = <O> {— cosh? <q ! T) + sinh? (q ! 7')] + —p02
me me me m
2 2
_ DPo Eg 1 2 2 2y _ 2
=t T mea e e~ Fe) = e

We can further check that

Dv 000 ot L, 00?
- —0 = — — =0
9(v, dT) Yar TV er v or
We can finally calculate that
o . qu Ey . h qu . qu 1
or = meme ™ e ) T e 00
1 Ei E E E
aai T e <q ! ’7') = QvO(T)
T mec mc mc
Ov?
~ _0
or
o’
)
or

These equations are exactly the equations of motion (6.37) and (6.38) of our problem. We could,
of course, also have started by solving these equations and then work out how the equations

look in terms of the time-variable ¢ of our Lorentz frame. Let us finally draw the world line on
the basis of our equations. We have

E E
0 0 qrnT
= =% inh
(7) = 2 sinn(24T)
E
1y Lo abtn
()qu[osh(m T) 1]
2 (r) =22
m

and 23(7) = 0. This gives the following figure
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T T T Y 1 | o - ' | | | | | |

Figure 6.3: The word line of a charged particle accelerated in a static electric field.

6.5.2 The constant magnetic field

The obvious next example is that of a constant magnetic field. Let this field be pointed in the
x3-direction. We therefore take (Bj, By, B3) = (0,0, B) and E = 0. Let us this time directly
solve the equations (6.37) and (6.38) in terms of the proper time. These equations take the
form

on° ol ¢B
mar =0 Moy = V0)
ov? gB ov?
My =" V) mar =0

From these equations we immediately find that v° and v3 must be constant. If we call these
constants « and v then we have

0 = 08 _ a v® = 027 _ v
o 0T
and consequently
() =ar , 2*(1)=vT (6.58)

where we used the initial conditions 2°(0) = 23(0) = 0. If we define w = ¢B/mc then the
equations of motion for v' and v? can be rewritten as

vt

a2
B wv(T)
ov? 1
5 = —wov ()
Since
0! o? 5 1
B =W = W

we find the general solution
v (1) = a cos(wT) + b sin(wT)

and

v3(1) = —=— = —a sin(wr) + b cos(wT)
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These equations can be integrated to give

1r) = L sin(wr) - 2
z (1) = . sin(wr) - cos(wt) + C

9 a b .
=— - — D
(1) - cos(wT) 5 sin(wT) +

where C and D are integration constants. No generality is lost by letting the particle start in
the origin of our coordinate system. Then z!(0) = 2?(0) = 0 gives

b a
1 2
= = =D+ — =
z (0)=C 0 , =z°(0) 0

Further no generality is lost by requiring v2(0) is zero, as we can always choose the coordinate
system in such a way that the initial velocity vector lies in the 2! — 22 plane. This gives b = 0.
Collecting our results we then find that

1y @
z (1) = . sin(wT)
5 a
== —1
(1) . [cos(wT) — 1]
where a = v'(0). Together with Eq.(6.58) we therefore have

(1) =art
v'(0)

' (1) = W sin(wT)
ol
$2(T) = u()o) [cos(wT) — 1]

23(1) =03(0) 7

This determines the world line of the particle in terms of the initial conditions. The constant «
can be determined from Eq.(6.6) which gives

—c? = —a” + (v'(0))* + (v*(0))?

or equivalently

a =/ + (v1(0))? + (v3(0))? (6.59)
Now that we completely determined the world line we can draw the motion of the particle in
three dimensions. This is given in the figure
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Figure 6.4: Motion of a charged particle in a constant magnetic field.

The particle is spiraling in the positive or negative x3-direction depending on the sign of v3(0).
Whether the spiraling goes clockwise or counter clockwise depends on the sign of w or ¢B.
We can change this orientation by either changing the charge of the particle or reverting the
direction of the magnetic field.



Chapter 7

Maxwell's equations

We discuss charge conservation and the transformation law of currents and charges under Lorentz
transformations. Then we discuss how the Maxwell equations can be written in terms of the co-
variant derivative of the electromagnetic field tensor. We further show that Maxwell's equations
can also be derived from exterior calculus and show the connection between the two formulations.
Finally we discuss the form of Maxwell's equations in general orthogonal coordinate systems.

7.1 Currents and conservation of charge

In the previous Chapter we saw how electric and magnetic fields are transformed under Lorentz
transformations.Let us now see how charge and current densities are transformed. We start
by deriving the charge conservation law in differential form. The basic assumption is the well-
verified experimental fact that in any process charge is conserved. Another fact that we will use
is that the total charge of an object is independent of its state of motion, i.e. the same for any
observer.

Consider, in a given Lorentz frame, a continuous charge distribution p(x,t) moving with a three-
dimensional velocity field v(x,t). Consider further a given volume V' at rest with respect to our
reference frame and we measure the charge that flows into this volume.
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Figure 7.1: Flow of charge through a volume
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The amount of charge AQ flowing in a time At through a surface element AS is given by
AQ =n-v(x,t)p(x,t) At AS

Therefore the total charge per unit time flowing through the surface S of V is given by the
surface integral
9Q _ dSn - v(x,t)p(x,t)
ot g

157
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If charge is conserved then the charge flowing out is equal to the change in volume charge which
is given by
oQ

0
T —a/vdxp(xvt)

From these two equations we find that

0= [ ax ooty + [ dsm vixnpoet) = [ dx (Lot 1)+ V- (o Hvix, 1)
/v ot s v ot

where in the last step we used Gauss' law to convert a surface integral to a volume integral.
Since this relation is true for any volume V we must have

0
0= 29 1) + V- (o, OV (x.0) (7.1)
This is the equation for the conservation of charge in differential form. The quantity

36 1) = p(x, v (x, 1) (7.2)

is called the current density. Let us now see charge and current densities look in different
reference frames. Let us, for simplicity, take a homogeneous charge distribution pg in a wire of
length Lo at rest in reference frame O.

BLGE mwE

heeo (A o A A v
I

Figure 7.2: Charge in a wire
In a system O’ moving at parallel velocity v w.r.t. the wire the length of the wire is found

Lorentz contracted to
02
L/ == LO ]. - 72
c

Since we assumed that the total charge of an object is independent of its state of motion (an
experimental fact) then we must have that the charge density p in the moving frame satisfies

poLo = pL" = pLo /1~ ol

and therefore that

So if pg is the charge density of an object at rest then Eq.(7.3) gives the charge density of the
object at velocity v. In that frame the current density is then given by

PoVv
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From this analysis we see that it is natural define a current four-vector j in terms of the four-
velocity v = (¢, v) by

J=pov=poy(c,v) = (cp,j) (7.3)
In the example we used uniform charge densities and currents but it is clear that this can be
readily generalized to non-uniform ones. We define the four-vector

j(x) = (ep(x,t),§(x,1) = (°(2), 5" (2), 5°(2), 5° () (7.4)

L a2 23) and 20 = ct. This vector satisfies the condition

where z = (2%, =
3 4k
a5* _ 9p .
D ogr =g tVi=0 (7.5)

=0

which is just the condition for conservation of charge of Eq.(7.1). Under a coordinate to a new
coordinate system y transformation j transforms as a vector, i.e.

3
TMOEDY
=0

&

k
o) (76)

Q

In case y* are coordinates in a Lorentz frame O’ moving with respect to our original frame O
with constant speed v along the x! axis the transformation matrix is given by Eq.(6.23). Using
explicitly the components of j of Eq.(7.4) then gives the transformation law of charge densities
and three-dimensional currents. We find

jll(y) — jl(x)l_ ’vaz('r) (77)
o) = 242 _f‘jlg)/cz (7.8)
i?y) =), %) =) (7.9)

where the left hand sides are regarded as functions of y by regarding x(y) as a function of y in
the arguments on the right hand sides. We can check that this equation is consistent with the
formula for addition of velocities of Eqs.(1.47)-(1.49). Let j'(y)/p'(y) = u’(y) be the velocity
field of the charged fluid in system O’ and j(z)/p(z) = u(x) be the velocity field of the charged
fluid in system O. Then from Eqs.(7.7) and (7.8) it follows that

iy 10 _ @) —ve) el v @)
J) @) - @)@ T-u(i@/p@)/E | 1-vul(@)/e@

which is consistent with Eq.(1.47). Similarly for the component u/? we find

2()/pl) 2w (a)y/1- %
( 1

p LWy e
oG @)@V~ @~ T-vud(@)/e

which is consistent with Eq.(1.48). The equation for u/3(y) is clearly identical.
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7.2 The Maxwell equations

Charges and currents are the sources of the electromagnetic fields. We therefore want to make
a connection between the four-current j and the electromagnetic field tensor F'. It is known
experimentally that this relation is linear. The fields produced are proportional to the strengths
of the currents and field produced by a superposition of currents is equal to the superposition
of the fields produced by each current separately. If we denote mapping j — F by F[j], then
we have

Flaji + Bj2] = a Flj1] + B F[j2] (7.10)

where «, 8 are some real numbers. We therefore want a linear relation between the rank two
tensor F),, and the four-current j#. One of the simplest ways to produce a vector out of
a second order covariant tensor is to raise the indices and to perform a contraction on the

covariant derivative. So we try
3

ZE;;V :Oéj“

v=0

(7.11)

where « is a constant to be determined. Let us see what we get. The contravariant form of F’
was in Eq.(3.103) to be

0 E; Ey Es

—F 0 Bs —Bs

wo_

FH = B, —Bs 0 B, (7.12)
—FE3 By —B; 0

Let us further take the case that we use standard Minkowskian coordinates, such that

oOFH
FHY =
v or?
then our guess Eq.(7.11) implies that
O0E, O0E; OFjs 00
oxt  0x%  Ox? J
OB 0By 0B _
0z 0x?  0ad
0B, 0By 0B i
0z  Oxt  0ad J
_ OE3 n 0By 0B1 _ i
90 " 9zt a2 Y
We see that these equations can be rewritten as
0FE, OEs n Obs i
art T 9z T oz Y
d
Ey daT By
1
—*% By |+ a2 | x| B
¢ B3 2 B
or equivalently as
V-E=acp
10E
————+VxB=qaj
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We recognize these equations as two of Maxwell's equations when we put o = 47 /c (in Gaussian
units). Then we obtain

V-E=drp (7.13)
10E

4
T4 VVxB="j 7.14
cat+ x c'] ( )

We therefore discover two of Maxwell's equations from the relation

3

4
SR = (7.15)
’ C
v=0

Equations (7.13) and (7.14) do not determine E and B uniquely. It is, for instance, readily seen
that they determine B up to a gradient of a scalar function since the curl of gradient is zero.
This non-uniqueness can be resolved if we have another equations where E appears as a curl
and B as a divergence. A simple guess is simply to interchange E and B in Eqs.(7.13) and
(7.14) which would give the required equations. However, since (as far as experimental evidence
goes) there are no magnetic charges and currents we should put j = 0 in such an equation. The
question therefore is if we can manipulate F' in such a way that the roles of the electric and
magnetic fields are interchanged. But, as we learned from Eq.(3.104), it is exactly the Hodge
dual of F' that achieves this. If we raise the indices on xF' we have

0 —-By —By —DBj
By 0 Es —FE,

pr _
R =135 g 0 B (7.16)
Bs FEy —F 0
and we then require
3
> +F) =0 (7.17)
v=0
This then yields the equations
~0B1 0By 0B _0
ozl 022 023
0B, A 0E3 O0FEy
OxV + dx2 923 =0
0By 0E3 OFE;
920 dal + Ox3 =0
0By 0E, OB,
Ox0 + dxl 92?2 =0
or equivalently
V-B=0 (7.18)
10B
-— E= 7.1
e + V x 0 (7.19)

These are the remaining two Maxwell equations needed to obtain a unique solution for the E
and B fields from the current. Together with the result of Chapter 6 for the Lorentz force we
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thus arrived at the Maxwell and Lorentz laws which we summarize together as

V-E=4rp (7.20)
—%%—?+v B=—]j (7.21)
V.-B=0 (7.22)
%%—?JerE:O (7.23)
o lva;)‘q(E%”B) (7.08)

These equations summarize everything there is to know about classical electromagnetism and
what was known about classical electromagnetism after Einstein published his paper on special
relativity. In terms of the electromagnetic field tensor these equations can be summarized in a
much more symmetric way as

3 47
SR = (7.25)
v=0
3
> +F) =0 (7.26)
v=0
Do q > v
1 v=0

What remains is to get a deeper understanding of these equations and to work them out in various
circumstances. As these stand, Egs.(7.25)-(7.27) are already quite beautiful as a physical theory.
However, with a little extra work we can get even more compact equations, and some additional
geometric insight. Towards the end of these Lectures we will finally see that I’ appears as the
curvature of a so-called gauge connection.

7.3 Charge conservation revisited

We have seen that Maxwell's equations can be written as a covariant divergence. The same is
true for the charge conservation law of Eq.(7.5). We wrote it in terms of standard Minkowskian
coordinates, but it is clear that in general coordinates we have

3
0="> ik (7.28)
n=0

This, in fact, follows directly from Eq.(7.25), since

3

0= (FL),, (7.29)

v,

We may expect this to follow from the anti-symmetry of F' together with the commutativity of
differentiation. However, in general covariant derivatives do not commute except when we are
dealing with a flat space as will be discussed in the next Chapter, so we have to be a bit careful.
However, we can avoid using with Christoffel symbols when are dealing with divergences. Let
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us analyze this a bit further. The covariant divergence of a vector j is given by (in principle we
could now consider again the case of arbitrary number of dimensions n )

2.7 Za ; +Z Ty (7.30)

The last term in this equation involves a Christoffel symbol with two indices contracted. From
the definitions (4.12) and (4.15) of the Christoffel symbols we have

9" ( Ogmi 8.gml gk 9" DG
zk:F Z <3xl oxk 81”“) Z 2 Oat (7:31)

k,m

We can derive a useful expression for the last term in this equation using the determinant of the
metric. Let us take the n-dimensional case again. The determinant of the metric is given by

g = det g?k Z €iy..in 91iq - - - niy,

i1...0p

and we have
n

8gk1k
9SS e g, 02

k=11%1...1pn

If we insert

i, = OGm 5™ i OGkm mr
0al 2 oal O = Y i
m

m,r
into Eq.(7.32), then if r # k the product in Eq.(7.32) contacts the term g,;, g;, which is

symmetric in i and i,.. Due to the anti-symmetry of € such a term does not contribute to the
total sum. Therefore only the term with r = k survives, which gives

ozl ozl
k

m,

and hence

From Eq.(7.31) we then see that

zn:pk = i@ Li lg]
Kl = =
- 2g 0zt /]g| Ox!
Consequently the covariant divergence in Eq.(7.30) becomes
. oj*
2050 = 2 gt LT 91 Z 9l
m m Oz Vg 83“9 1/ 8#( )

It is clear that for the case of a Minkowskian metric |g| = 1 and we recover Eq.(7.5). Let us
now see what we get for the contravariant electromagnetic field tensor F'*”. We have

OFH
m
Fy = oxP
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and therefore

Z Fh = 8F "~ +Y FTH, + Z FroTY

oF o o1 U
:;W+;Fﬂ \/@amo Vil = fza (Vi)

where we used that the second term of the equal sign in the first line vanishes due to the anti-
symmetry of F' and the symmetry of the Christoffel symbol. From this expression we see that
Eq.(7.25) can be rewritten as

At 1 9 ,
iy r A () (7-33)

But this implies that

41 : 12 4’/T 1 Z ( | )1i 9 (\/HFW/)*O
c ];L - 8%‘“ g ] - \/mmu:o 83?“(9.1‘” g =

#=0

as a consequence of the anti-symmetry of F'. Therefore Eq.(7.25) automatically implies that the
covariant divergence of the current vanishes and therefore that charge is conserved.

We saw that the expression for the covariant divergence is simplified due to the anti-symmetry
of F. This happens for anti-symmetric tensors in general. Let F?-i» be such a tensor then
from Eq.(5.49) we find that

ZF“ dp—1k —Z th ZFZLQ p— 1kF11 o+ ZFil...i,,,glkFZ—l

k,l
+ § :le...zp,lll—\ﬁl
k,l
Zp 1]@

8F“ i
_Z +ZF " l\ﬁaxl gl

rzw (VaTre--t) 39

where all, except the first and the last, terms after the first equal sign vanish due to the anti-
symmetry of F' and the symmetry of the Christoffel symbols.

7.4 The exterior derivative

We have seen that in electromagnetism the electromagnetic field tensor F' plays a central role.
A key property of this tensor is its anti-symmetry F),, = —F,,,. It turns out that anti-symmetric
tensors have special properties that allow for the development of an elegant calculus which not
only gives insight into the origin of the standard vector operations such as div, curl and the
Laplacian, but also allows us to write Maxwell's equations in an even more compact way. The
notation will be very useful later when we discuss the derivation of Maxwell's equations from an
action principle.

Let us start with an example. Consider a second order covariant tensor F'

]
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In Chapter 5 we saw that we can assign a third order tensor VF' to F' by the operation

VF =Y Fijda* ® da’ ® da’
1,5,k

where

OF;; - -
Eijn = ij - Z FyiTj — ZFuF%j (7.35)
] I

The last two terms with the Christoffel symbols are very important for making VF' transform
as a tensor. However, if F' is anti-symmetric a description can be given for a new type of
derivative called dF' that maps F' to a new anti-symmetric tensor dF which does not require
the introduction of Christoffel symbols or a metric. Let us see what happens if we forget about
the Christoffel symbols and simply define

~ n 8Fz ) .
VF=) tdi" @di' @ da?

.3,k

If we go to a new coordinate system y then this equation becomes

OF _ Z 3F,,J8i3:17 ox

il P 9 dy” .
r+ DyF Dy By dy? ® dy? ® dy (7.36)

,9,k,p,q,T

We could also first have carried out the coordinate transformation and then apply V. We then
have

F = Z F..aiaidyq(@dyr
< Y
65,47
and
~ 9 0z Ox7
vr= 3 (R 20 g g ayr @ ayr
2 ayp( Jﬁyq@y") seaTed

4,7,D,4,T

B Z OF;; dzk dx' Ox’

— dy? @ dy? @ dy”
oxk Oyp Oyt Oyr v @yt ®dy

i,J,k,p,q,m

- 0%zt Oz Ozt 9%z
Fp | ——— —_— dy? @ dy? @ dy”
t 2B (3yp3yq oy oy 8yp3y’”) yedred

4,5,P:4,7

When we compare this expression to Eq.(7.36) we see that VF has no invariant meaning since
the last two terms prevent VF from transforming as a tensor. This is exactly why we needed
the Christoffel symbols in the first place. We note, however, that the two unwanted terms are
symmetric in p and ¢ and in p and r respectively. The undesirable terms therefore disappear
when we make the replacement

Ay @dy?! @ dy"  —  dy? Ndy? Ady"
as the latter term is anti-symmetric. Therefore, for an anti-symmetric tensor F' given by

i
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we can define

"\ OF,

_ ij k i J

dF = Z o d7° A dat A dx
.5,k

and find that it this expression does have an invariant meaning. It is clear that this works for

general anti-symmetric covariant tensors (also known as p-forms). For a general anti-symmetric

F

n
F = Z Fil.“ip dl‘il /\.../\dl‘ip
oy

we define
- OF, i k i i
dF:.Zka”dx Adz™ A ... A dzte (7.37)
11...1p,

We therefore see that the operation d, which is called the exterior derivative, is a mapping
d: QP — QPF!

from p-forms to (p + 1)-forms. If we define an ordinary function as a 0-form then we see that
Eq.(7.37) generalizes Eq.(3.122), i.e.

n 6f )
df:Z@dxﬂ

J

which is mapping from 0-forms to 1-forms. Let us derive some useful properties of the exterior
derivative. First of all, it is clear that the operation is linear

d(w+ p) =dw+du w, € QP (7.38)
d(cw) = cdw ceR (7.39)

Then if w € QP and p € Q7 then

n
dw A p) =d Z Wiy .oy M .. 4q dz™ A ... ANdx' AdaT AL LA dade
i1ewsipd1.e-da
n
Ow;, i Os, s ) )
= Z ( Lty By ..gy + Wiy M) dz® A dz™ A L. dade

o oz Ok
i1 dp,J1---Jq K

n
Owi, ) )
= Z #,ujlqu dz® A dz™ AL A dade
i1.0p,J1---Jq,k
n au. . ) ) ) )
+ Z (—1)pwi1_“,¢p$ dz™ A ... dz'™ Adz® A da?t AL A dade

i1enipyd1eedgrk

= dwoAp+ (-1)PwAdu
where a factor (—1)? appeared in the last term as we moved dx* over p positions. So we find

dwAp)=doAp+ (—1)PwAdu (7.40)
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Finally we have that

n a i 74 . .
ddw)=d | Y wa;',; v ok A datt AL A dae
i1,k

. 0w, i
= —— g Ada® Adxt AL A dxtr =0
_ Z dxkox!
i1...0p,k,
as a consequence of the symmetry in k and [ of the second derivative. We thus find that

d*w =0 (7.41)

for all w € QP. The exterior derivative incorporates all well-known operations of vector analysis
as special cases. Let us give a few examples.

Gradient. If f € Q° we have
—0f ;[ Of of
df = Ej ooy do’ = (6961,...,896”) (7.42)

which gives the standard gradient vector.

Curl. If w € Q' then
w:ijdxj = (wi1,...,wp)
J

and
n

" Owj ; Ow;  Owy & ;
7.k

k<j

In three dimensions this gives

- ng 8w1 1 2 8w3 8w1 1 3 8&)3 8w2 2 3
dw—(&z71 a:’32>d:1: ANdz® + Tl a8 dx” Ndz® + 92 a8 dx” N dz

If 2 are Cartesian coordinates and we have a standard Euclidean metric of the form
g =dz' @ dat + d2? @ da® + da® @ da®
then it follows from Eq.(3.94) that
xdrt A dr? = da? *dx' A da® = —da? xda® A da® = dat

and therefore

*dw(&%awz) dx1+(3m3%) dxz+(3w&n) iz

0x?  Ox3 Ox3  Oxt oxt  Ox?
_9_
(P B G Dy Dwn 0w [ %) (2
~\ 922 023 92 9rl'oxt  922) | %% >
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which is the familiar curl of a vector field.

Divergence. Let w be a 1-form in a three-dimensional Euclidean space.

w = widz' + wadz? + wyda®

Then
*w = wy dz? A dz® — wy dzt A da® + ws dzt A dz?
and hence
0 0 o
dxw = %dwl A dx? A dad — a—oﬁdﬁ/\d:vl/\dx?’—i—a—zgdx:i/\dxl A da?
= <g§i + % + g?:g) daz' Adz? Ada® = (divw) dot A da?® A da® (7.43)

We get a scalar out of this if we take the x operator again and if we use
*dzt Adz? A dad =1

To justify this expression we define the Hodge star of a 0-form (a function) f to be its multipli-
cation with the volume form €2, i.e. we define

*f=fQ *fQ=7F
With this definition we find

*d*w:%—i—%—i—%:divw

ozl 0xz2  Oa3

which gives the divergence of the vector (w1, ws, ws).

From these examples we see that the standard div, grad, curl operators correspond to

Gradient <+ d
Curl & *d (7.44)
Divergence < *dx*

With this realization we express these vector operations in an elegant way in general coordinates,
for general metrics and dimensions.

We can use the properties of the operators in Eq.(7.44) to find the forms of div, grad and curl
in general orthogonal coordinates systems in three dimensions, i.e. coordinate systems for which
the metric is of the form

g=MNde' @da' +)\3da® @ da? + N2 da® @ da®
For instance, in spherical coordinates (r, 6, ¢) we have
g=dr®@dr+r*df @ df + r*sin0dp @ dp

and hence
(A1, A2, A3) = (1,7, sin 6)

We can then define an orthonormal dual basis

el = \;da? (7.45)
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such that
g=el @+ +P®ed

The basis in Eq. (7.45) is dual to the vector basis
1

ejf—

0
j oxd
such that g(e;, ej) = ;5. In the case of spherical coordinates we have

o 19 Lo
T or

rog T rsinf ¢

€1 €g =

The gradient of a function in an orthonormal basis is given by

3

3
N i N L O
V=2 507 1 =25 i
j=1 j=1
or
_(Lof 10f 10f
Vf - <)\1 oxl’ Ao o912’ A3 81‘3) (7,46)

In the case of spherical coordinates we have

Cfof 1of 1 of
vi= (87"77"89’ rsin@c‘?qﬁ)

Let us continue with the curl for which we need to calculate xd. We have for the covector w in
an orthonormal basis

w=uwie" +wre® +wsed = \w; dzt + Aaws daz? + Agws da® (7.47)
Then
do — (3(22052) B 3(2;;;1)) Aot A da? + (ngcfs) B 3(;;:0) dat A do
+ (3(25;03) _ 5(23;’2)) da? A daB
:)\11>\2 (8(292:2) B 8(2:151)) et A+ >\11)\3 <a(gj;)3) - 6(3;11)) et net
n )\;}\3 (5’(2233) B 8(3;2’2)) 2 A B

We now only need to take the x operator of this expression which gives

*xdw = (Vxw)e +(Vxw)e? +(Vxw);e

where
1 OAsws) _ O(Aaw2)
)\2)\3 822 81173
o 1 8(}\1&)1) _ 8()\3(.4.)3)
VXxw= oo\ Tae s — Taar (7.48)

1 6()\20.)2) _ B(Alwl)
)\1 )\2 8931 612
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In the case of spherical coordinates this gives

1 9(r sin Qws) . A(rwa) 1 A(sin Ows) Hws
r2sin 6 00 o Tsin @ 00 ~ ¢
_ 1 d(w1) _ B(rsinfws) _ 1 dwi _ 19(rws)
V Xw= 7sind \ 06 or = 7sind 96 ¢ or
1 [ O(rw2) O(w1) 1 (9(0w2) _ duwy
v or 00 r or 06

Finally we consider the divergence. Let take again a covector of the form of Eq.(7.47). Then

*w:wle2/\63+w263/\el +w361 A e?
= w1 Ao A3 dz? A da® + wadi Ag dz® A dat + wshide dzt A da?
Then
0
Ox PPl

-5 (.dg)\l/\g) + OJ3/\1/\2):| dxl AN d562 A d.’l?g

0
_ UJQ)\]_)\?)) o 3 (W3)\1)\2):| el A 62 A 63

and therefore

1 0 0 0 .
*xd*xw = /\1)\2)\3 |:(wl)\2)\3) + 7(0}2)\1)\3) Oz 3 ((.4)3)\1)\2):| =divw (749)

In the case of spherical coordinates this becomes

. 1 0 0
divw = g [87“ (2 sin Qwy ) + 20 (rsinfws) + 9 (TW3):|
10 4 1 0 1 0
=2, ) a0 g g

We have covered most familiar vector operations. The one that we are missing is the Laplacian.
But since
V2 f = div(grad f) = xd * df (7.50)

we only need to insert the components of Eq.(7.46) for w; into Eq.(7.49) which yields

1 _i(&/\i”ﬁwri()‘l/\?’ﬁ)+i()‘1/\2 ﬁ)
)\1)\2)\3 _8951 )\1 8$1 85(]1 )\2 8$2 8951 )\3 8$3

V3=

Again for the spherical coordinates this gives

b L0 (0 o1y, 0 (1o
VA = mama or 700, aa 056 )+ 56 \smd 90

10 (,0f 18 /. of 1 o
_7’287“( 8r>+r2sin039(Smeae>+r231n20&¢2

7.5 Maxwell’s equations from exterior calculus

From the examples of the previous section we may expect that Maxwell's equations can de
derived by taking the exterior derivative of the electromagnetic field tensor. This is indeed the
case. More precisely the four Maxwell equations are given by

dF =0 (7.51)

4
*d*F:%J (7.52)
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where J is the current one-form

3
J=> Judat (7.53)

obtained from the current four-vector

9
. "
J= Z‘] oxh

pn=0
by lowering the indices,
3

Ju = Zg;wju (7'54)

v=0

Let us check Egs.(7.51) and (7.52). We write

3 3
F=> Fydi'@ds” = Y Fyda* Adz”

p,v=0 pn<v=0
=— B di® Adz' — By da® A da? — E5da® A da?
+ By dx! A dx? — Byda' A da® + By da? A da? (7.55)
We have
OF 1 1 oF 1 OF.
F=_ -
d ad/\d A dx ad/\d A dz ad/\dx/\da:
E
62d 3 ndx® A de? — 22 gut p de® A dad — de%dx%dxi*
23 ozt Ox2
OBs OB , OB
—I—aid Adzt A dx? +33dx Adz' Adz D20 2 420 A dazt A dxd
B
—%d Adz' A dz +godaz A da? /\da:—l—gldx Adz? A da?

0E, O0FEs 0Bs

9235 Ozl T 920

_[0B: _omy 0By
ozt 922 92

}d Adzt A da? —I—[ ]d Adz? A dat

0Es 0E, 0B

+{+ ]d A dx® A da? +[81 0B, | 9Bs

Ozt + Ox? + ox3

1 2 3
92 928 920 } dr* Ndx* Ndx

We therefore see that if we require dF = 0 we have
1 8B
c

which is equivalent to the Maxwell equations (7.22) and (7.23). Let us now evaluate xd x F.
We assume that we have a standard Minkowskian metric. We then have (see Eq.(3.104))

*xF =B; dz° A dx' + By da® A da? + By da® A da®
+ Esdz! Ada? — Esdat Ada® + Ey da? A da?

This expression is obtained simply by the replacement E -+ —B and E — B in F'. By making
a similar replacement in dF' we find therefore immediately that

0B, N 0B, N OFs 0B L 9Bs 0B85 N OF,
ozl 022  Ox29 923 | ozl | 020
[_ 0Bs 0By OF; 0F; 0Fy, OF;5

d*F:[— ]dmo/\darl/\da:Q—i—{ }d Adz? A dat

8x2+8x3+8x°}d Nt A de? +[a T2t om

]d Adz? A da?
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We finally need to act with the x operator on this expression. We have using Eq.(3.95) that

xdx® A dxt A dx? = egra3 ¢%0g' g% da® = —da
*xdz® A da® A dxt = eg310 g1 32 da® = —da?
*xdz® A dx? A dx® = egag ¢°0¢*2 ¢33 dat = —dat
xdxt A dx® A dxd = €130 gM g% da® = —da®

and find that

*d*F:[—m—m—af?’} dxo—&—[x——} dxt

Furthermore the current one-form .J is given by
J = Joda® + Jydat + Jyda® 4 Jzda® = —cpda® + jldat + 5% da?® + 53 da

where we used Eq.(7.54) and j = (¢p,j). Equating this equation with (7.57) we see that
4 .
xdxF==—J & V-B=drp , VxB-_Zl=""] (7.58)

We therefore recover the Maxwell equations (7.20) and (7.21). Our analysis therefore shows
that Eqgs.(7.51) and (7.52) indeed comprise the full set of the four Maxwell equations.

7.6 Comparing two formulations

We have thus found two ways to express Maxwell's equations. First of all we have Egs.(7.25)
and (7.26) in terms of the covariant derivative, and secondly we have Eqs.(7.51) and (7.52) in
terms of the exterior derivative. These formulations are clearly related, so let us now establish
this final link. We may expect that there is such a link since we have seen that xdx is related to
a divergence and Eqgs. (7.25) and (7.26) are given as a divergence. However, we only checked
this relation for vectors. So what we need to do is to check it for tensors as well. If w is an
anti-symmetric tensor of order p (a p-form) on an n-dimensional space i.e.

w= > wi i dz" AL Ada' (7.59)
i1<...<ip
then xd xw is a (p — 1)-form
wdxw= Y (kd*xW)m,.m,_, 2™ AL AdaT (7.60)

my<..<mp_1

with coefficients given by

(kd*wW)my..my_y =

n

sign(g) nptn 0 o
D gy S 0y s (760)

% |g| k,ri..rp_a
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The proof of this expression is a straightforward, albeit tedious, derivation using the definitions
of the d and the x operators. In order to no interrupt the presentation too much this derivation
is given in Appendix B. This expression looks somewhat simpler if we raise the indices on x dxw.
We have

(*d*w)m...?“p_l — Sign(g)(—l)np+n(_\})|; Z %(\/@wrlmr}ﬁ_lk)
k

where we also moved the index k over (p — 1) positions to the end which gives an additional
pre-factor (—1)P~! due to the anti-symmetry of w. If we compare now to Eq.(7.34) we recognize
the divergence of the tensor w. We can therefore write

n
(xd )71 = sign(g)(—1)"P PR Y (7.62)
k

This is the equation that we need. We take now w = F' to be the electromagnetic field tensor.
Then we have n =4, p =2 and sign(g) = —1. Then Eq.(7.62) gives

(kdx F)" =" FL (7.63)

v=0

This provides the desired connection between Eqgs.(7.25) and (7.52). In other words, Eq.(7.25)
could also have been written as A
(xdx F)f = —
c
which by lowering the index leads to Eq.(7.52). What about the other two Maxwell equations?
Let us again consider Eq.(7.62) but now choose w = xF'. Then since according to Eq.(3.108)
we have x x ' = —F it follows that

3
—(xdP)" = (xdHxF)* = (xF)1 (7.64)
v=0
Therefore Eq.(7.26) is equivalent to xdF' = 0 which is equivalent to dF = 0 and gives back
Eq.(7.51). This completely establishes the link between the two formulations.

7.7 Maxwell’'s equations in general orthogonal curvilinear
coordinates

Many of the cases in which we can solve the Maxwell equations analytically involve a special
symmetry. The equations simplify if we use a symmetry-adapted coordinate system, such as
cylindrical or spherical coordinates. It is therefore worthwhile to investigate the form of the
Maxwell equations in such coordinate systems. Let the original metric be

g=—dz® @ dz® + dzt @ dat + d2? ® da? + d2® ® da?

corresponding to a standrad Minkowskian metric. We now assume that the problem has a
certain spatial symmetry and we therefore want to transform the spatial coordinates. We then
have 2t (yt,y2, 4°) for i = 1,2,3 and 2° = y° = ct. If we define

ox _ (05t 0s 0s
Oyt Oyt Oyt

oy’
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then we say that the new coordinate system is orthogonal when

ox 0x
9ij = <8Tf’ @) =\ i (7.65)

This means that the metric in coordinate system (y°, 4%, y2, %) attains the form
g=—dy’ @ dy® + N2 dy' @ dy + \3dy® @ dy? + )2 dy® @ dy?

Let us now see how the electromagnetic field tensor transforms to this coordinate system. We
define the electric field one-form

E = E, da' + Ey d2?® + Fsda® (7.66)
and the magnetic field two-form
B = By d2® A da® 4+ By da® A dxt + Bz da' A da? (7.67)

in terms of the original coordinate system. From Eq.(7.55) we then see that the electromagnetic
field tensor can be written as
F =B+ E Adx’

Now the transformation law for the electric field is quite straightforward. We have

3 3 i 3
. oI
E=) Ejddd = Eja—ykdyk:§:E,;dyk
j=1 k=1

k=1
So we have ,
Jox 0x 0Ox
E=(—, — — | E=LE 7.
(31/1 " Oy? 8y3) (768)
where L is a matrix with as rows the vectors 9x/dy". For the magnetic field two-form we have
3 .
0x? 023 023 Ozt Ozt 0x ;
B= Bi—— — —— | dy’ Ady*
j;j Yoy oyt T ey oy T oy 53/“] rAa
> 0% 0x®  0z3 Ox? 0z3 ozt Ozt O3
< oyI dy oyI Jy oyI dy oyI dy

Yl Oy Oyl oyt
= B dy* A dy® + By dy® A dy' + BY dy* A dy?

19,2 2 5.1
B, <8x 0z?  9z° Oz )} i A dy

from which we see that

Ox 0Ox 0Jx 0Ox O0Ox ox \"

B=|-S5x-—,-—X-—,—x—] B=MB 7.69

(8y2 Oy*" oy® oyl ay! 3y2> (769)

where M is a matrix that contains as rows the outer products of the vectors 9x/dy’. So far our

derivations apply to general spatial coordinate transformations. However, if we use an orthogonal

coordinate system for which Eq.(7.65) holds then the outer product of 9x/9y’ and 9x/dy’ is
proportional to 9x/dy" for i # j # k. For instance

ox  0x ox

a2 "o~ “ oyt
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where « is a factor to be determined. Since these three vectors are orthogonal we have

ox ox ox
ko= | < 5 =l | 55| = o
and hence
o A2A3
ol =
A1

This determines the value of o up to a sign. If we, however, impose that our coordinate
transformation is orientation preserving, meaning that the Jacobian of the transformation is
positive

Ox 0x O0Ox

T =G a7 oy

)>0 (7.70)
then it follows from

det(abc) =a-(bxc)=b-(cxa)=c-(axb)

that o > for all the three outer products in Eq.(7.69). It then follows that the transformation is
given by

B = <>‘2>‘38X AiA3 9% Aidg 3X>T (7.71)

)\1 (r“)’yl7 )\2 8y2’ )\3 8y3

From this expression we see that it will be advantageous to work in an orthonormal basis. If we
define
e’ = )\z dyz (772)

as well as e® = dy° then the metric g attains the form
g= -+l @e 4@+ @ e
We can now wrtite the electric field one-form and the magnetic field two-form in this basis as

E=E/e' + EJe* + Bl e
B=DB/e*Ne* +Bye* Ne' + B e Ae?

where )
El =4
J A
and B B B
B// — 1 B// — 2 BII — 3
DV VD VD VA VD VS

In this new orthonormal basis the transformation laws (7.68) and (7.69) become

pro (Lox Lox 1ox
- Al (9:1/1’ AQ 8]}2, Ag 5‘y3

1ox 19x 1 0x\"
B'=(|——,——— ——-——] B=NB
()\1 8y1’ )\2 3y2’ )\3 3y3>

T
) E=NE

where now the row vectors (1/);)0x/dy’ of the matrix N form an orthonormal set. So with
this orthonormal basis it appears that the electric and magnetic fields transform in a similar way
under spatial transformations. This, however, only appearance. If we do not use orthogonal
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coordinates, or use transformations that change the orientation then they transform differently.
For instance, if we perform a space inversion

b — —at =y
in Eqs.(7.66) and (7.67) then we see that

El = —E,

7 I

B! =B;

such that the electric field transforms to minus itself but the magnetic field remains the same. For
this reason it is sometimes said that the B-field is a pseudo-vector. This is, however, somewhat
confusing. The most precise things to say is that the B-field is a two-form.

As a nice application of the Hodge x operator let us show that the transformation law for the
magnetic field could have been derived differently as well. From Eq.(7.67) it follows that

*x B = By dx' 4+ Bsdz? + Bsda?

Transforming this to coordinate system y gives

3 .
or* .
*B = Z Biayj dy’ (7.73)

i,j=1
If we, however, first write B in new coordinates we have
B = By dy? Ady® + By dy® A dy* + Bl dy' A dy?

We can now take the star operation on this expression using Eq.(3.97). This gives

2 3 922 923 1 % 0 1 At 1
*dy” A dy® = €az14/|g] ‘ 30 “a3 |dyT = A2 02 1 |dy = dy
g g 32 A2A3
and similarly
)\2 )\3
dy? A dy' = —dy? dy' Ady? = ——dy?
*ay Yy M s Yy, xay Y M A Yy
We therefore find that
MBY o, MBS, A3Bi o
B = d d d
e v v A v W A W
Comparing this expression to Eq.(7.73) then gives
MB, N 011 MBL o~ 028 M\Bp <~ O
Loyml REoypl Moyl
)\2)\3 3y1 )\1)\3 8y2 )\1)\2 5‘y5

i=1 i=1 i=1

We see that we recovered exactly the transformation law of Eq.(7.71).
Let us now look at Maxwell's equations again. We saw that it is convenient to work in an
orthonormal basis. The basis e; dual to the basis in Eq.(7.72) is given by

0
i — ) =1,2,3
e] ayj J )y

1
=%
and eg = 0/0y°. The current four-vector in this basis is given by

-1 -1 -1

. -0 -1 -2 -3 j 0 9 .9

_ J9 139 .7 9 7.74
J=Jeotjer+jiea+jes TNy TN T n o (774

=
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In terms of the dual vectors e; the electromagnetic field tensor is given by
F=-EeNe' —Eye® Ne? —EzeP ANe? + Bie! Ne? + Boe® Ael + Bse! A (7.75)
whereas is contravariant version with components F*¥, which we will denote by F* is given by

Fﬁ:Eleo/\el+E260A62+E360/\63+31€1/\62+Bg€3/\€1—|—3361/\62

Let us now see what equations we obtain from the Maxwell Egs.(7.25) or equivalently Eq.(7.33).
To apply Eq.(7.33) we first write F** in coordinate basis as

s E1 0 9 E, 0 0 E3 9 0
poftr 0 0 B0 0 By 0 0
AL Oy T Oyt A Y0 Oy2 T Ay Oy0 T Oy?
B9 9 B 9 0 B 9 9
Xods Oy2 T Oy3 M3 Oy Oyl Mg Oyl Oy?
and hence
0 £y By By
A1 Az A3
_E 0 Bs _ By
! A1z A13
Fl“j = E B B
=2 _ 3 0 1
)\2 )\1)\2 )\2>\3
_Es Bs B 0
A3 A1A3 A2 A3
We further have
V19l = V1900911922933] = M X2As
Then from Eq.(7.33) and Eq.(7.74) it follows that
1 0 0 o
drp = (A A3EL) + — (M A3ER) + ——= (M AE
P >\1A2A3 _8y1( 213 1)+6y2( 113 2)+ay3( 112 3)
47 jl 1 i Io) o 9 -
-5 = ——— (A2 X3 E — _(\aB Z (\B
c M A2z | 3y0( 2A3 1)+8y2( 3B3) 6y3( 2 2)_
47 j2 1 i 0 o 9 q
P — 55 (MAsEn) + 5= (M B1) — 55 (AsB 7.76
¢ Ao A AzAs | 8y0( 1A3 2)+8y3( 1B1) ayl( 3 3)_ ( )
47Tj1 1 [ 0 6 8 4
N = —— (M FE — (XoBo) — — (M B
c M\ Aoz | 8y0( 1A2 3)+8y1( 2Bs) 8y2( 1 1)_

On the right hand side of the first equation we recognize the divergence of Eq.(7.49) in general
orthogonal coordinates, whereas in the remaining three equations we recognize the formula of
the curl of Eq.(7.48). Further more since the \; are time-independent (we only transformed the
spatial coordinates) they can be taken out of the terms involving 9/9y°. Let us now check if
we get the same from Eq.(7.52). We have

x*F =By e’ Ae! —l—BQeO/\62+BgeOAe3+E162/\e3+E263/\el —|—E361 A e?
=B\ dy® Adyt + Bidy dy® Adyt + By dy® A dyt
+ E1do s dy? A dy® + Eadgh dy® A dyt + Eshide dyt A dy?

The current covector is obtained by lowering the indices on j and given by

J=—pce® +jlel +5%e? + 533 = —cpdy® + jIN dyt + 52X dy® + PP hsdy®  (7.77)
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We can now take the exterior derivative of x F' to obtain

1 [0 ) o
d* F:m {a s (Mo Es) — y ——(X\2By) + 5y (M1 Bl)} O Ael Ae?
1 [ ) K2 )

0, 1.3
A As | 9y0 g(MAsE) — 8 1(/\333)}6 Nel Ae

1 |: 9 ()\2)\3E1) j (/\333) 9 ()\232):| e Ne? Aed

+ )\2/\3 8 a 2 a 3
1 0 ) 9
+ AlAg)\g |:a 1 (>\2)\3E1) a 9,2 (A1A3E2) a 3 ()‘1)‘2E3):| 61 N 62 A 63
Then using
ke Nel Ne? = —€? xeV Aed Nel = —e?
xed Netne? = —e! xetne? e = —e
we find that
xdx B == o)s ﬁ()@)‘iﬂEl) + 871120\1/\3152) + a—yB(/\lx\gEg) 0
1 I a a 8 1 )
+ )\2)\3 _Tyo()Q)\SEl) + aiyz()\ng,) - 87y3()\282)_ e
1 I a a a q )
+ A s __aiyo()‘l)\SEb) + 67y3()\131) - @()\333)_ e
1 I 8 8 a q .
WY _*aTJo(Al/hEB) + 37211(/\232) - 873/20\131) e

If we compare this expression to the current covector J in Eq.(7.77) we see that the relation
4
wdx F="2F (7.78)
c

is indeed equivalent to the four equations (7.76). As an exercise you can yourself work out the
set of equations

\/I? Z@m”( o] (+F))

0=dF

in the same coordinates and see that they yield the same equations.
Let us finally give the equation for the Lorentz force in the general orthogonal coordinate system.
If we write out Eq.(7.75) for F' in terms of a coordinate basis we have

F = —E X\ dy’ Ady' — Eoho dy® A dy? — Eshs dy® A dy?
+ BiAaA3 dyl A\ dy2 + BaA1 A3 dy3 A dyl + B3A1 Ao dyl A dy2

and therefore

0 —ME,  —XE,  —AsEs
e A By 0 AMA2Bs  —AA3Bs
Ao FEs 7A1)\2.Bg 0 )\2)\331

A3Es  MA3Ba —XaA3B:0
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Then the Lorentz force law (7.27) becomes

Duv

(?fv)o 0 -\ B X2 Es —A3E3 y°

(F)l q MEq 0 AMA2Bs =M\ A3Bs '

(B2), | me| XB: —MABs 0 A2 A3 By 9’

(Do) AsEs  MAsBy =3By 0 y?
dr /3

where ¢ = 9y’ /O7. Further we have that

Dv 3 . 3 o
(dr) = Z I ¥ + Z lij, k] 9"y’
k j=0

1,j=0
where L/ 9 5 5
.. _ 29 yovs Y on2ys o Y s
[Z]> k] - 2 (ayj ()"L )617’3 + ayl (A])djk 8yk ()"L )61J)

where we defined Ao = 1. As an example we can take cylindrical coordinates y = (ct,r,0,2) =
(y°, y', 9%, y3) relted to the Cartesian coordinates by

zt =rcosf

22 =rsinf
LES =z
(7.79)
We then have
g=—dy’ @ dy® +dr @ dr+r*df @ df + dz ® dz

So A\g = A1 = A3 =1 and A\ = r. Denoting
(Er, Bo, E3) = (B, Eg,E.) , (B1,Bs,Bs) = (B, By, B.)
and using the only non-vanishing Christoffel symbols

[r0,0] = [0r,0) =7 , [00,r]=—r

we have
_yO 0 _Er _TEO _Ez yO
i — 162 q E, 0 rB, —By 7
r20+2ri6 | me | rEy —rB. 0 rB, 0
3 E, By —rB, 0 Z

Using y° = ct this yields the equations
i= L (+E, +r0E, + :E.)
mc
i—r0* = LE i+ L (rB.0 — By2)
m mc
120+ 2rif = LrByt + L (rB,5 — rB.7)
m mc

5= Lpiv L (Byi —rB,0)
m mc



180 CHAPTER 7. MAXWELL'S EQUATIONS



Chapter 8

The general solution of
Maxwell's equations

We show that the electromagnetic field tensor can be written as the exterior derivative of a
four-potential. This four potential is not unique but determined up to a gauge transformation.
The equation of motion of the four-potential is given by a second order differential equations and
we therefore give a discussion of the d’Alembert operator in general coordinates. We discuss the
free space solutions of Maxwell's equations that are given by electromagnetic waves and finally
give the general solution of the Maxwell equations in terms of given charges and currents.

8.1 Gauge invariance and vector potential

We have seen that the electromagnetic field satisfies the condition dF' = 0. Given the fact that
for any p-form w we have that d?w = 0 it is natural to ask whether there is a one-form A such
that

F=dA (8.1)

and hence dF = d2A = 0. Differential forms w with the property that dw = 0 are called closed,
and the ones with the property that there is a 8 such that w = dg are called exact. We know
that F' is closed, but the question is whether it also is exact. This question is answered by so-
called Poincaré’s lemma, which states that if a p-form vanishes in a so-called star-shaped region
then there is a (p — 1)-form 8 such that d = w. In order not to interrupt the discussion this
lemma is proven in Appendix C. Now since dF' vanishes everywhere it follows from this lemma
that there is a one-form

A=Ay dz® + Aq dzt + As dz? + Az dz? (82)

with the property (8.1). Insering this expression into F' = dA we find that

3 3 3
Ay
F=)Y Fuda'nda” =d (2) A,,dx"> = gw dzt A dz”

p<v w,v=0

3
(04, DA\ .,
= E <8$“ — 836”) dx? A dx
p<v

and therefore we find that
04, 04,

FU/ - -
f oxH oxv

181
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Since 94 oA
_ _ v 0 _
FOIJ - EI/ ax() axy (V 1? 2) 3)
it follows that the electric field is given by
10A
E=VA4) - -——
Vo c Ot
where we defined A = (A1, Ay, As). Further since
0As  0As 0A1  0As 0As  0A;
Bi=ts=gm"9m » P fe=gm 50 » B=e=g1"52
it follows that
B=VxA

The quantity Ag is usually denoted Ay = —¢ (the minus sign is explained by the fact that raising
the indices makes it vanish) such that Eq.(8.2) is written

A= —pda® + Ay dat + Ay da® + Asda® = (—¢, A)

where A is called the four-potential and A is called the vector potential. In terms of these
quantities the electric and magnetic fields are then given by
10A
E=-V¢— —— 8.4
Ve c Ot (84)
B=VxA (8.5)

If we write F' = dA the equation dF' = 0 is automatically satisfied. The remaining Maxwell

equations are then given by

4
%J:*d*F:*d*dA (8.6)

This gives an equation for the four-potential A. We can not expect a unique solution to this
equation, even when we specify initial conditions. This is because if A is a solution to this
equation then also A’ = A + dA is a solution where A is an arbitrary function. This follows
simply from

dA" = d(A+dA) = dA + d*A = dA

since d2A = 0 for any function A. It then follows that
F =dA'=dA=F

This means that the electric and magnetic fields are invariant under the transformation A —
A + dA. Such a transformation is called a gauge transformation and we therefore see that
the electromagnetic field tensor is gauge invariant. In component notation the transformation
A" = A+ dA is written as

1_ 4 1OA
9= c Ot
A'=A+VA

It is readily seen that these transformations indeed leave Eqgs.(8.4 ) and (8.5) invariant. We will
now investigate Eq.(8.6) a bit further. We see that is involves two d operators and therefore
two derivatives. We will now rewrite in a form that involves second covariant derivatives. Let us
therefore briefly discuss the topic of taking second derivatives of tensors. We start by pointing
out an issue which can lead to confusion when we use an improper notation. Recall that if we
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have a tensor A of type (p,q) then the covariant derivative V produces a new tensor VA of
type (p + 1,q). Applying the operator twice leads to the tensor VV A of type (p + 2,q). For
example, if A is a vector of the form

.0
A:;A@

then
VA= ZAl d? ® i (8.7)

where
A I
;j 81'] Z AT

are the components of a tensor of type (1,1). Taking the covariant derivative again we obtain

) . 0 ) . 0
_ % k _ 7 k
VVA = igj k(A;j);k dx” @ dx? ® P igj k(VVA)kj dx"” @ dx? ® 5 (8.8)
where
8A’

(VVA)L; = (A)), ZAZ Th,+ Yy ALY, (8.9)
1

where we simply used Eq.(5.49) for the differentiation of a tensor of type (1,1). Let us now do a

similar but relating thing. We take again the vector A but consider is derivative in the direction

of the vector v. This gives a new vector B given by

B=V,A=Y Al aa
.3

0
:;Bi%

where

_E : i 0\J
- A;JU
J

We can continue to differentiate B in the direction of another vector field w. This gives a new
vector C' given by

oy 0
C=V,B=) Bjuw"
ik

Cox
where
(VuVeA) =C' =" Biwh = (AL ju” (8.10)
k 7,k
where .
i oB* I 9 i 1,
B, = wﬁLZB ri, = @(ZAJU )+ ALTY, (8.11)
l 7 j

If we now take v = 9/027 and w = 3/0x" we find from Eq.(8.10) and (8.11) that

(ViV;A) A +2Al (8.12)
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The confusion thing is that the right hand side is not equal to the expression (8.9) as the last
term in Eq.(8.10) may suggest, since here we take the covariant derivative V. of the vector B
rather than a tensor of type (1,1). The index j in the expression

(ViV;4) = Bj, = (AL (8.13)

is not regarded as tensor index when taking the covariant derivative V. and therefore the right
hand side of this expression is not the same as (8.9) . We see from Eq.(8.9) and Eq.(8.12) that

(AL = (VeV;A) ZA’F

where the left hand side now has the meaning of a tensor (and j is now regarded as a tensor
index.. We see from this example that it os not a good idea to use the notation on the right hand
side of Eq.(8.13) for the second covariant derivative as it may lead to confusion in calculations if
one does not keep track on the meaning of the indices. Therefore, we will introduce the notation
that for a given tensor of type (p, q) we will always regard

jl---jq — ]1.7q
(Ail...ip;l) 'k - Ail...ip;l;k

as components of the tensor VV A of type (p + 2, ¢), whereas the components of the tensor
ViV A of type (p,q) will be denoted by

(vkle)Jl Jq Vklejl -Ja

11 .. ’L

where we remove the brackets to make the notation less busy. We should however keep in mind
that we are not differentiating the components themselves, but always take the components
after differentiation. In the following we will often raise indices of variables with respect we
differentiate and we therefore define

VAL =) g VAL
m

or more compactly
SIS
m
Using this definition we can derive useful relations such as
D oVRAL =GN VilgAT) = Y Mgk Vil =) VAT =Y VA
k i,j,k .4,k ,J J

where we used that V;gy; = 0. After this intermezzo we can now go back to the electromagnetic
tensor. We write this as

_0A, 0A, 0A
Fuw = dxr  Oxv (833“ ZA FW) (a

= Au;/t - A,u,;l/ = V/LAV - VVA/L

5 - Z APF§;L>
P

where we used the symmetry of the Christoffel symbols. By raising the indices we then find that

FM = AV — Y AW (8.14)
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Then we can write Maxwell's equations as

4%;‘" =NV =NV, (VEAY - VAR

By lowering the index p we obtain

4
Y VL V,AY -V, VA, = % I, (8.15)

This is the more explicit version of Eq.(8.6). As we noted this equation does not have a unique
solution due to the gauge freedom that we have and we therefore need to fix a gauge. More
precisely we need to make a choice for the scalar function A. We make the so-called Lorenz
gauge and require that

3 3
YV, A=A =0 (8.16)
v=0 v=0

This is always possible. Suppose namely that we had a four-potential A’ with the property

3
Z VUAIV _ f
v=0

where f is some function. Then by choosing A such that it satisfies the differential equation

3 3

2 Vilahy = 2;0 jg <¢Eg§j> =f (8.17)

we find that A = A’ — dA exactly satisfies the gauge of Eq.(8.16). This still does not fix all
gauge freedom as this equation as to any solution A of this equation we can add a homogeneous
solution Ag satisfying >, V., (dAg)” = 0 such that Ag + A also satisfies the equation above. If
we use the Lorenz gauge we can write Eq.(8.15) as

3
4
% Ju= 3 (~V,VAu+ (V,V, = V,uV,) A + V,V, A7)

v=0
3
= Z<_VVVVAM + [V, VM]AV) (8.18)
v=0

where we defined the commutator
[vl/a v/l,] = Vyvll, - VHVV

In general this commutator does not vanish since covariant derivatives do not commute due to
the presence of the Christoffel symbols. However, in the special case of a standard Minkowskian

metric we have simply
j1~~jq

Ji---Jg __ 11...1p
VlAill...ip = o (8.19)

in which case we can identify V; with the simple differential operator 9, = 9/0x!, for which

[aw 3#} =0
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In that case Eq.(8.18) attains the form

[ 0? 0? 0? 0?

0"’ * Ox!? + 0x2* * 8:332} Ap=-04, (8.20)

where we defined the d'Alembertian O by

p-_ 1o, & & .2
2ot 9z 92 93

We will in detail investigate the solution to Eq.(8.20) but before we do this we will first investigate

what happens if we do not assume that the commutator in Eq.(8.18) vanishes. Let us simply

calculate how the commutator looks in given coordinates when we act on a vector. We have
Vi, VA" = Vi VA" — V,; VA"

<8““ s3] (5 A@ﬂz)
m 1
(gf;+ZAmr ) Z( +2Amr )
1

S Z AR, (8.21)

where we defined (using the symmetry ', = T’} ; of the Christoffel symbols)

i aF:nk 81—‘1 S l l 7
mik — Oz - al'k zl:(rmkr F )

which we recognize as the Riemann curvature tensor of Eq.(4.56). Eq.(8.21) is a special case of
the following general relation that can be proven by a similar straightforward calculation

J1-- Jq ]1 Jq J1---Js—1VJs+1---Jq PJ
[Vk;,Vl Azl p E :§ : 110l 1 Vg1 - zp r § :E :A“ Jp Ruskl (822)

r=1v=1 s=1v=1

Using Eq.(8.21) we find that Eq.(8.18) becomes

47
— Ju = — Vv VAI. v LAV
= DT A [V )
3
=Y (V. VYA, =Y APR;,)=-> V,V'A,+> AR, (8.23)
v=0 P v=0 P

where we defined

Z RPNV



8.2. THE LAPLACIAN AND D’ALEMBERTIAN 187

which from Eq.(4.63) we recognize as the Ricci tensor. As discussed in Chapter 4 the significance
of the Riemann curvature tensor is that it vanishes only when there exist a coordinate trans-
formation which makes the metric diagonal. In our case this implies that there is a coordinate
transformation which makes the metric of the form

g =—dz’ @ da® + dot @ dat + d2? ® da? + da® ® da®

This still includes a wide variety of physical situations such as the rotating disc of Chapter 2
or any other non-inertial frame in flat space-time. However, in general gravity fields the use of
Eq.(8.23) becomes necessary although the vanishing of the Ricci tensor is a weaker constraint
than the vanishing of the Riemann tensor. For instance, in the Schwarzschild solution for the
black hole the Ricci tensor vanishes. We conclude that if we can neglect the curvature of space
due to mass-energy distributions then we can put R,, = 0 and then Eq.(8.23) becomes

3
Y wvA, (8:24)

This equation is still valid in general coordinate systems but only within the class of metrics
g, that can be obtained from the Minkowski metric by a coordinate transformation. If we are
interested in electromagnetic fields in curved space-time we can always add the last term in
Eq.(8.23).

8.2 The Laplacian and d’'Alembertian

What we will show now is that we can find an elegant expression for both the d'Alembertian
and the gauge-fixing condition using differential forms. In Eq.(7.50) we saw that the Laplacian
operator A on a function f is given by

Af =V2f =xd*df

If we, however, want to generalize this definition to vectors rather than scalar functions the
expression in terms of differential forms changes. For instance, in three dimensions we have the

well-known identity
~AA=-V?A=Vx(VxA)-V(V-A) (8.25)

as can be readily seen by a short calculation

V x (VxA); — Zeuka vXAk_aZaA

= > €ijkerim;0Am Zaa Aj = (0ubjm —5i,n5ﬂ)ajalA,,L — ) 0,04,
J

7,k,lLm 7,lm

= Zaja’iAj - 8]8]141 - Z&;@jAj = — Z@f i —
J J J

If Ais a one-form then we saw that curl is given by the operator xd and therefore
Vx(VXxA)=xd*dA

we further noted that d represents the gradient when acting on a scalar function and *dx*
represents the divergence when acting on a one-form. We therefore find

V(V-A)=dxdx A
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Therefore from Eq.(8.25) we find that form a one-form A in three dimensions with standard

metric we have
—AA=(xdxd—dxdx)A (8.26)

This representation of the Laplacian A also seems to work for scalar functions apart from a sign
since
dxf=dQf)=0

since the differential of the volume form €2 vanishes. It therefore appears that Eq.(8.26 ) could
be generalization of the Laplacian for general p-forms, but we need to fix the signs appropriately.
Moreover it turns out that the relative minus sign between the two terms is dependent on the
number of dimensions. In Minkowski space it must become a plus sign in order to reproduce
the d'Alembertian. To find the right sign we must apply the operators xd xd and d x dx on a
general p-form and compare the results. Let us start by considering the operator x dx acting on
a general p-form w. Let us go back to Eq.(7.61) and write it in the form

_ Slgn(g) np+n . a k
(*d*w)ml...mp_l - T /m(fl) P Z W( |g|UJ ml...mp_l)
k,’l“l...’l‘p71
= sign(g)(=1)""*" YWk ik (8:27)
k

where we again used that lowering of indices commutes with covariant differentiation. We can
also turn the equation around and write

n

_Zwkml...mp_l;k = (dTw)mL..mp_l (828)
k

where we define the so-called co-differential operator d' as
d" = sign(g)(—1)""T"F! % d (8.29)

It turns out that d' is the adjoint of d in a suitably chosen inner product but we will not need
this feature here. We will define it more precisely later when we will look at the action principle
for the Maxwell equations. Just like the d operator the operator d' has the property (df)? =0,
as follows immediately from

(%d¥)? = *d % xdx = £ xd*x =0

The generalization of the Laplacian A or the d'Alembertian (which is usually written as O
instead) on general p-forms is then given by

—A=dd +d'd

Before we show this we will first check that we get back Eq.(8.26) for one-forms in three
dimensions with an Euclidean metric. If A is a one-form then dA is a two-form and we find

(dd" +d'd)A = (—1)* 13 dwdx A+ (—1)>23 L wdx dA
=(xdxd—dxdx) A

which agrees with Eq.(8.26). You can check yourself that we also get the right result for the
Laplacian when we act on a function. Let us now act with dd' and dd on general p-forms. We
start with dfd. For a p-form

1 n . |
W= H Z wi1...ipdl‘“ A...Ndx®
ip
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we have

awll "p i1 7
dw p'z da® N datt AN datr

-ip
Due to the symmetry of the Christoffel symbols we can replace Opw;,...i, by wi, . .i,;x. We can
therefore write
1 n
do = - > Viwi, i, d® Ada AL A dat
1 n
ki i i
= 6 T Vi wiy iy, da?t AL A da?r
| | Z Ji---Jp+1 -
pip+ 1) i1..ip.k
J1---Jp+1
1 n
N (p+1)! Z (dw)jy.. gpia d? N A d?r
1edptt
where we defined
k
(dw)jlmijrl = Z 5]1“J Zfl Vi Wiy ...ip (8.30)
k 71
From Eq.(8.28 ) we then have
(d'dw)r,..r, = —Zv’f dw)ir, .
1 n
= Z 521711 oV Viwi,.
T kg
k k l k
Z OV wi, ,Z Z S VAV,
k i1...0p k#l i1,

1 " o
_ k lig...ip\7t .
=— Ek ViV Wy oy + =1 El | E | 5L Wi, L, (8.31)
215.452p

where in the evaluation of the last term we used that the index k must be equal to one of the
indices (i1 ...1,) but each of the p possible choices k = i,, leads to the same sum since both ¢
and w are anti-symmetric. We therefore simply made the choice k& = i; and multiplied with p.
We further used that
Liy ig...i l Lig..i

611“7’127} _627{2 _67“:2 »
and the fact that | # i;. We now proceed to calculate dd'. Since d'w is a (p — 1)-form we
have from Eq.(8.30) that

1 - 91...%
(dd'w)y,..r, = T Z oF i Y (dw), gy
Kiy.oip_1
_ 1 - ghitip-1y, vl
- (p — 1)' Z T1...Tp k Wi Z’l‘..ip,1

Lkyin.ip_1
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If we add this equation to Eq.(8.31) we then obtain that

n

([dd+ ddw)r, v, ==Y VEViwr, oy, + — oD Z Z S [VE V) Wi i,
k k, i2,...,0p
== V*Viwr, r, + e Z Z L2 Vg, Vil Wby, (8.32)
k k,l dg,..0p

This is our final result. If w is equal to the one-form A this equation gives

[did+ dd]A ZVVA +Z Vo, V]

On the right hand side we have obtained exactly the same as in Eq.(8.18). We can therefore
equivalently write

4
(d'd+ddhA = %J (8.33)
Using Eq.(8.22) we could have written out Eq.(8.32) further in terms of the Riemann curvature

tensor. If we are working in the absence of gravitational fields we can forget about these terms
since in that case they are identically zero. In that case Eq.(8.32) simply gives

([did+ddw)r, v, == V*Viwp, o,

We then indeed see that d'd+ d d' gives the required generalization of the Laplacian. If we now
go back to four space-time dimensions and use standard Minkowskian coordinates then we see
that

- 0? 0? 0? 0?
E k - |_
. V Vk w'rl,__'r‘p - |: 8(1}02 + 81,’12 + 8:1,'22 + ax32:| le---Tp

We therefore define the generalization of the d'Alembertian as
O=—(d'd+dd") (8.34)
In four-dimensional space-time we see from the definition in Eq.(8.29) that
d" = sign(g) (=) v dx = xdx

for any p-form and therefore
—O=xd*xd+dxdx (8.35)

Let us now go back to our starting equation (8.6). We can now write this as

4

T J=xdxdA=—-0A—dxdxA (8.36)

c
We can now use the gauge condition

xdx A=dA=0
This gauge condition gives
dA=xdx A== A%, =0
which is precisely the Lorenz gauge condition. Then Eq. (8.36) yields
4
OA = —%J (8.37)

With [0 defined as in Eqgs.(8.34) or (8.35) this equation is valid in general space-times. What
remains is to study the solutions of this equation.
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8.3 The four-potential and Lorentz transformations

Before we study Eq.(8.37) in its generality it will be useful to give some examples of the use
of four-potentials. Let us first write the four-potential A in a four-vector form by raising the
indices. If we assume standard Minkowskian coordinates then this gives

0 0 13} s,
A= p— 4 A — + Ay— + A3 — .
¢8x0 + ' 0x1 + ? 92 + ? 93 (8:38)
By similarly raising the indices in Eq.(8.37) we see that the components of this vector satisfy
A — _4Iju
c

where j = (¢p,j) is the current four-vector. If we write this out in terms of the components of
A*¥ = (¢, A) we have
O¢ = —4mp (8.39)
OA = —47j (8.40)
Since the d'Alembertian operator —0 = )V, V" is a Lorentz invariant these equations are

valid in any Lorentz frame. We can check this explicitly. Since A% is a four-vector we have, for
instance, under a Lorentz boost in the x!-direction that

_vypl
gt a1
-2
il Al — c®
A = < (8.42)
—
A/2 — A2 AIS — Ad
Then with v = (1 — v?/¢?)~/? we have
p v var 4m v dm p
O¢" =~(0¢ — -0A") =y(—dmp+——j ) =——(cp— —j ) = ——cp' = —4mp
C Cc C & & C
4 4 4
04" = 4(0A" - %ch) = 7(—%1’1 + %4@) = —%v(jl —vp) = —%j’l

where we used the transformation laws for the charge and the current of Egs.(7.7) and (7.8).
Let us now give a useful application of these transformations. We consider a static charge
distribution p’(x’) at rest with respect to a Lorentz frame O’. Let this frame move with velocity
v along the z'-axis of another system O. We want to find the electric and magnetic fields with
respect to O. Since in O’ we have that j’ = 0 we can take A’ = 0. The equation for ¢’ is then
given by (8.39) as

1 02 0? 0? 0?
a2 + Ox'? + oy"? + 022
where we denote the coordinates in O’ by (ct’, z’,y’, 2") and similarly in O by (ct, z,y, z). Since
the charge distribution is static in O’ we can take the potential ¢’ to be time-independent and
our equation reduces to

d)/

—4mp =

V’2¢l — _47rp/
which is simply Poisson's equation from electrostatics. The solution to this equation is well-

known to be given by
d)/(r/) — /drll p/(rll)

|I" _ I.//|
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where |r| = (22 + y? + 22)'/2 is the three-dimensional length of r = (z,v, z) and were we used
the boundary condition that ¢’ — 0 for |[r'| — co. To check that this expression indeed satisfies
Poisson’s equation we simply need the identity

VQﬁ = —47d(r) (8.43)

where 4(r) is the usual three-dimensional delta distribution. Let us now take the simple case
that

is a point charge in the origin of system O’. In that case we have that

&' (') = 9 (8.44)

|

is simply the Coulomb potential of point charge ¢q. By the reciprocal of the Lorentz transfor-
mations (i.e. interchanging the primed and unprimed and replacing v by —v) of Eq.(8.41) and
(8.42) we then find

o= 20 _ « 1
\/17% \/17%\/x’2+y’2+z’2
2 —3
— vt
= g - x v2 +y? + 22 (8.45)
—E\\yi-5
! (!
A, = EM = E(b (8.46)
c 1_? c
Ay =A4,=0

Now we can calculate the electric and magnetic fields from Eqs.(8.4) and (8.5). This gives using
Eq.(8.4)

v T — vt
E= Y (8.47)
201 — vt)2 + 2 + 22)3/2
(72 (z — vt)? + y? + 22)3/ .
whereas Eq.(8.5) gives
0 v 0
G o 0
B=| 2 | x| 0 |=( 22 =Y -k
aay 0 cvag(b c e
9z coy Y
v v E,
=-[ 0 |x| E, | =-vxE (8.48)
0 E

Sl

We therefore have the following situation
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Figure 8.1: Electric and magnetic fields from a uniformly moving charge.
The electric field at z = vt is given by

@
(y2 + 22)3/2

N <

and is therefore increased by a factor of v compared to the field in the rest frame. The electric
field component E, along the z-axis (y = z = 0) is given by

2

E, =q (1 - “) (% (8.49)

2 ) (x—vt)

is reduced by a factor 2.

radiate.

We will see that for non-uniform motion the particle will start to

8.4 Solution of Maxwell’s equation in free space: elec-
tromagnetic waves

Let us now go back to Eq.(8.37) and study it for the case of free space, or the absence of charge

or current distributions, j# = 0. We will consider a standard Lorentz frame. In that case we

have
OA* =0

If we write this out in terms of components we have
Op=0 , OA=0

together with the gauge condition

Zv A”—18¢+V A=0

We make use of the fact that this gauge condition still leaves some gauge freedom. If A is a
function such that

=Y V,VYA=0A=0

then the potentials

10A
c Ot
A=A +VA
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also satisfy the Lorenz gauge condition since

10¢ 1 9%A 10¢ 10¢
-z A= A+ =22 CA=22C CA =
c Ot tV c? Ot? Vv _Fccr“)t_'—v 08t+v 0

In particular, if ¢ satisfies (J¢ = 0 then we can choose A such that

_ 10

(b_Eat

such that ¢’ = 0 and the Lorenz gauge condition simply attains the form V- A’ = 0. The
electric field is then simply given by
10A’  10A/

R v __
B=-v¢ c Ot c Ot

If we drop the primes again, we conclude that the equations to be solved are therefore given by
OA=0 , V-A=0

from which the electric and magnetic fields can be calculated as

E= _1oa , B=VxA
c Ot
Let us now write CJA = 0 more explicitly as
1 02
2
_ Y VA= .
(v 1) 50

The general solution of this equation is an, in general infinite, superposition of plane waves of
the form '
A = eellkr—et) (8.51)

where r = (2!, 22, 23) and € is a constant vector and k is a real vector. Inserting this expression

into Eq.(8.50 ) gives
5 w2
(—|k|* + =z JA=0

which yields the relation w = +|k|c. The solutions with 4+ or — simply gives waves moving in
opposite directions. We take w = +|k|c. From the gauge condition V - A we further find that

k-e=0

which implies that A is a transverse wave. If we split € = €; + i€y into a real and an imaginary
part this implies that k - €; = 0 as well as k - e, = 0. Our solution is a complex function but
since Eq.(8.50) is linear we can find a real solution by taking the real and the imaginary part.
To obtain a real solution A, we take

A, =-(A+A")=¢€cos(k-r—wt) —eysin(k - r — wt)

1
2
The electric and magnetic fields are then given by

10A,
—E = —% [€1sin(k - r — wt) + excos(k - T — wt)]

B:VXAT:—(k><el)sin(k-r—wt)—(kxeg)cos(k-r—wt):gkxE
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We can readily check that
E-B=0 , E?-B?=0

which are Lorentz invariants. If we chosen k along the z-axis then the vectors €; and e lie in
the y — z-plane. Let us, for simplicity, take €; and € to be orthogonal such that €; - €3 = 0.
Then we can choose the z-axis along €1 and the y-axis along €5. Then we can write the electric
field as

0

E=| acos(kx —wt)
bsin(kx — wt)

where k = |k| = w/c and
0

B=kxE=| —bsin(kz — wt)
acos(kx — wt)

where we used that wk/c = k where k is a unit vector in the k-direction. If we take a fixed
value of = then in time the electric field rotates in the y — 2z plane such that

2
B
a? b2

This figure describes an ellipse in the y— z plane with semi-major and minor axes given by @ and b
(or band a if b > a) as displayed in Fig. 8.2a. We say that the electromagnetic wave is elliptically
polarized. The wave propagates along the z-axis with velocity ¢ since kx — wt = k(z — ct).
The wave-length is A = 27/k and its frequency w = ke. If we take the special case a = 0
in the equations above then we obtain linearly polarized light with the following non-vanishing
components of the electric and magnetic field

E, = bsin(kz — wt)
B, = —bsin(kz — wt)

This wave is displayed in Fig.8.2b.

B 4. * g
T E |
o X rr",
\ A \ __f \ Y ~ >
e e _T(\\u. .\\ ! — Sy ; ;M.L
| S NN s )
7 B~ = ‘T‘ o -‘:
—— ' <){I - \J‘ e
I\ ) L
() Lo )

Figure 8.2: An eliptically polarized electromagnetic wave (a) and a linearly polarized wave (b).

If we had not assumed that €; and e; were orthogonal we would still have found that the light
was in general elliptically polarized. The ellipse would simple be rotated in the y, and a phase
shift would appear. We leave it for the reader to show this.
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Sofar we considered wave-packets. For any smooth function €(k) satisfying k - €(k) = 0 (such
as €(k) = k x C(k) with C(k) any smooth vector) one finds readily that

A(r,t) = /dk e(k) eiller=Iklet

is a solution to the wave equation. As above we can split into real and imaginary parts to find
real solutions. Now, depending on which boundary conditions we impose, we can find a large
variety of solutions. Apart from the plane wave solutions we have found, in particular spherical
wave solutions are of common interest as they describe radiation from localized sources.

8.5 The general solution of Maxwell’'s equations

Let us now see whether we can find a general solution to the equation

4
OA* = —73“ (8.52)

The general solution consists of a homogeneous solution A}, satisfying A}’ = 0 and a specific
solution satisfying JAY = —(4m/c)j*. The most general solution is then A* = A} 4+ A where
a unique solution is provided by specifying initial conditions on the fields. We will assume that
charges and currents are localized in space such that j* — 0 when |z| — oo and we will therefore
look for solutions A* that vanish at spatial infinity. If we denote x = (z,y, z) then Eq.(8.52)
has the explicit form

1 02 4r
<_C2at2 + V2) A“(x, t) = —?.]#(X,t) (853)

Let us now first write A(x,t) as a Fourier transform in the time variable as

+o0 )
Ar(x,t) = / dw AF(x,w) e ™t

—00

then by Fourier transforming Eq.(8.53) we find
2
4

<i2 + V2> AP (x,w) = —%j“(x,w) (8.54)
If we can now find a function D(x — x’,w) which satisfies

wz 2 / /

67+V D(x —x',w) = —47nd(x — x') (8.55)
then a solution to Eq.(8.54) is

L 1 / !/ - L /

AP (x,w) = - dx' D(x — x',w) j*(x',w)

as follows directly by applying the operator w?/c? 4+ V2 to both sides of the equation. Since we

know that .
2 = —47d(x —x')

x—x[

we can try a function of the form
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where r = |x — x’|. A short calculation then shows that

V2 (f(r)) 10°f —4n(x —x') £(0) (8.56)

r

and we thus find that

where a + 8 = 1. This gives
D(x —x',w)=aDg(x—x",w) + BDa(x —x',w)
where
, 6:I:z'%|x—x’\
DR’A(X—X ,(J.)) = W
which are called the retarded and advanced propagators. With this expression the solution for
AHM is therefore given by

o /ei%|x7x'\ ) , B ,efi%\xfxﬂ . ,
A (x,w) = —/dx ﬁj“(x,w)—&—z dx ﬁ]“(x,w)

c |x |x —

Fourier transforming back to the time domain then gives

—+oo
AP (x,t) —/ dw A" (x,w) e~ ™!

/dx /d JHxLw) iw(t|xx'/c)+ﬁ/dx//dwj”(xl,w) et |x—x'| /¢)
|x — x/| w |x — x'|

/d /] X t—|X—X/|/C ﬁ/dx,j“(x’,t+|x—x’|/c)
& &

|x — x/| |x — x|

This is the solution that we were seeking for. We now only need to determine a and 5. This
is readily done on physical grounds. The first term in the equation depends of the retarded
time t — |x — x'|/c. The contribution to A*(x,t) comes the current at a point x’ which is a
light distance ¢t = |x — x'| in the past. The second term, on the other hand, depends on the
advanced time t + |x — x’|/c in the future. This contradictions our experience. We therefore
need to take S = 0 and o = 1. We therefore find

A T N
AIL(X,t)Zé/dX/J (x',t =[x —x'|/c) (8.57)

[x = x|

This is our final result. We can rewrite this solution a bit in a more Lorentz invariant form. First
of all, we can write

_ 4 _ !
Al (x,t) = 1/dx'dt' ot~ — Ix—x]/c) 1 (xt) (8.58)
C

[x — x|
Furthermore, since for a function f(z) we have the identity

S = 3 e =) (8.59)

where x; are the zeros of f, i.e. f(z;) =0, it follows that

1 1

St -t +(x—x)}) = =]

(Ot —t —|x—x|/e)+6(t —t +|x—x|/c))
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where we used the function f(t') = —c?(t — t')? + (x — x’)? and

3—{/ =22(t —t') = +2¢|x — x| (8.60)
If we use the Heaviside function §(z) =1 for 2 > 0 and zero otherwise, then we can write
1 1
o 201 4N\2 7/2:77 T R
Ot —t")o(—c*(t -t + (x—x')7) 2c|x—x’|6(t t'—|x—=x'|/c)

If we then define Dr(z — ') as

Dz —a') =20(t —t')3(—c*(t — ') + (x —x')?) = 20(t — ') §((= — 2/)?) (8.61)

where x = (ct,x,y,2) = (2%, 2%, 2%, 23) and we defined

(.’E _ .’IJ/)Q —_ —62<t _ t/)2 + (X _ X/)2
then we can write Eq.(8.58) as
1
Ar(x ) = & / &z Da(z — o) (') (8.62)
c
where d*z is now a four-dimensional volume element. The function Dy is called a retarded
propagator and has only contributions from the surface of the past light cone to space-time

point x.

et

A \
- \
>
\\ J ol Ry
« R

Figure 8.3: The propagator has only values on the past light cone.

This gives a nice description on how the four-potential is determined from initial data.
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Figure 8.4: Cauchy surface
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A Cauchy surface in four-dimensional Minkowski space is a surface with a normal vector that
is time-like. If we know the four-current on a Cauchy surface C' and know how the charge and
current distributions change in time then we can always find the four-potential in space time
point to the future of surface C.

We found the general solution Eq.(8.57). However, we did not check that it satisfies the Lorenz
gauge condition. This can be seen to be a consequence of charge conservation. Since the
integral in Eq.(8.57) goes over all space we can make the substitution x’ = x +y and we get

A%x¢y=i/ﬁijx+ﬁ;_w”ﬁﬂ (8.63)

Denoting z = x +y and 2° = ct — |y| we then have

19A° 1 1 (195°
+V,A:C/d<]+Vj>&+yJ—Mk)

c Ot Yyl \c ot
1 1 [95° .
e /dy M (82}0 +Vy 'J) (z, ZO)‘z:x+yyz°it—M/C =0

as a consequence of the fact that > 0j¥/0z” = 0. So we see that the solution of Eq.(8.57)
indeed satisfies the gauge condition.

To the general solution of Eq.(8.57) we can still add arbitrary homogeneous solutions describing
the propagation of electromagnetic waves in free space. Such waves are in practice always
generated by moving charges (such as antennas far away) and therefore Eq.(8.57) is the more
fundamental solution. If we split this solution into a charge and a current part we have

o /p(xlvtf ‘XfX/VC)
¢(X7t) —/dX ‘X—Xll

A@¢%=}/diﬂfj_k_XW@

c |x — x/|

We have therefore arrived at the following highlight of this course.

Maxwell's equations:

V-E=4np

10E 47,
Toar TVXB=E
V-B=0
10B

—— +VxE=0
c@t+ x

Their solutions:

10A
B==Vo="%
B=VxA
¢(X t) :/dXI p(xl7t_ ‘X—X/|/C)

[x — x|

A@¢%=1/d#ﬂf¢_“_XW@

c |x — x/|
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Chapter 9

Fields from arbitrarily moving
point charges

We calculate the four-potential at any space-time point for a a charge in arbitrary motion.
The resulting expressions are known as the Liénard-Wiechert potentials which depend on the
position and velocities of the particle at the retarded time. From these we calculate the electric
and magnetic fields and find that the electric field has a long range component dependent on the
acceleration of the particle. Finally we derive Feynman’s formula for the field of an accelerated
particle and use it to study distant radiation fields.

9.1 The Liénard-Wiechert potentials

In Eq.(8.57) we derived an equation for the four-potential in terms of the four-current. We will
rewrite this equation a bit as

—t'— |x—x/|/c)
Ix — x|

1 o(t
At (x,t) = f/dx’dt/ ( gt (9.1)
c
We will apply this formula to derive the fields of arbitrarily moving point charges. where we
consider standard Lorentz frames. Then the current j# describes the motion of a point charge
with charge ¢ and we have

3%x,t) = cp(x,t) = cqd(x — z(t))

300.0) = 0 52 (1) x — a(1)

where (ct,z(t)) describes the world line of the particle in some Lorentz frame. More compactly
we can write this in four-vector notation as

706 1) = 0 2 (¢ — 1) ©2)

where we defined 20 = ct. If we insert this expression into Eq.(8.57) we obtain

—t' —|x—x|/¢c) dz*

5(x' — z(t"))

Aty = / axar 2

|x — x/| at’
q ,dzt 6t —t — |x —z(t)|/c)
e /dt dr’ |x —z(¢)] (9:3)
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We see that the variable ¢’ appears twice inside the delta function. To deal with this situation
we use the formula

1
S(f() = 8t —t)——— , f(t:) =0 (9.4)
; |3 (83)]
Then with ,
f(t/) — ¢t — |X_Z(t)|
c
we have J L d ,
a _ _ 1ldz x-zt)
at’ cdt! |x—z(t)]
since |dz/dt'| < 0. We these equations we then find from Eq.(9.3) that
g 1 1 dzt

At (x,t) =

E|x—z(t’)|1_1@_ x—z(t) dt
cdt! |x—z(t)]

_q 1 dz
) - 1 gy ¥ o
cdt
where the variable ¢’ in this equation must be determined from
ot~ ) = [x — () (9.6)

for a given x and t. The time-variable ¢’ determined in this way will be called the retarded time.
More explicitly, we have from Eq.(9.5) that

Soxt) = q . (9.7)
Ix —z(t')] — %% - (x—=(t)
dz 1
AGt) = 192 4 ~ (9.8)
cdt x — z(t')] — %% S(x—z(t"))

The potentials in these two equations are called the Liénard-Wiechert potentials. They describe
the fact that potentials at space-time point (x,t) depend on the position z(¢') and the velocity
dz' /dt’ at an earlier retarded time ¢’ since the fields produced by the moving charge need a time
t —t' = |x —z(t")|/c to reach the point x at time ¢. This is displayed graphically in the figure

Y&
X=alth)
/’/
7 19//
e
“"U\) >t (R
/ ‘ _f},(\“)
\’Q\r\,‘u;‘«a(“‘ 'h\ C«C.\cv{‘t\
De<il o e RTie
v i ab!l booe

Figure 9.1: Fields at x at time ¢ originate from the retarded position z(t') at time t/ = ¢ — |x —

z(t')|/c.
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As a nice illustration of the Liénard-Wiechert potentials we will show how we can recover
Eqgs.(8.45) and (8.46) for the uniformly moving charge. Let the charge move with uniform
velocity along the z-axis of our Lorentz frame (we use coordinates (ct,x,y, z). Then

z(t') = (vt’,0,0)

From Egs.(9.7) and (9.8) as well as relation (9.6) we then find

q
oD = Tt =) (99)

_q q
A= = =) | (9.10)

It now only remains to solve Eq.(9.6) as a function of ¢ and x. Squaring this equation gives
At—t)=x—zt)=@—vt)’+y+ =
A2 =22 + At = a2 4y + 22 = 2ot +0%? =
(02 = A = 2@v — AW + 2+ + 22— AP =0

When we solve this quadratic equation for ¢’ (using ¢’ < t) we find

2 VT 1

=) ’=t—'—M@—m)uu—;)@uz%

This gives the following expression for the denominators in Egs.(9.9) and (9.10).

2
c(t—t’)—“(x—vt’)zc[t—f—(1—”2)75’
C C C

2

= \/<:c —o)? 4 (1 )P+ )

We therefore find that Eqgs. (9.9) and (9.10) become
ay

x,t) =
o, 1) VA2 (r —vt)2 + y2 + 22
v qy L
Alxt) =2 0
( ) C\/’yQ(vat)2+y2+22 0

which are exactly Eqgs.(8.45) and (8.46) which we found earlier. We will now proceed to write
the Liénart-Wiechert potentials in a more Lorentz covariant form. From Eq.(9.5) and (9.6) we
find that

1 dz"
1dz dt’
(x—1z

dz0 dz dt’
0 )4 P ()

S CZf <Z gyp%(xp - z”(t’))) (9.11)
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where we used 20 = ¢t and 2° = ¢t’ and g,,, is the metric tensor for the Minkowski metric. If
we define
T, = Zg,,pxp (9.12)
p

then we can write the four-potential as

() = —¢ % (Z LA zy<t/>>) (913)

v

with z = (2%, 21, 2%, 23). We note that in Eq.(9.12) something very strange happens, since the

coordinates themselves are regarded as components of a vector. This is only possible since the
standard Minkowskian coordinate system has the properties of a vector space. For instance the
sum of two coordinates is a another coordinate in the Lorentz frame and we can also multiply
with a scalar to obtain another coordinate. This is possible with Cartesian coordinates but, for
instance, not for spherical coordinates. The procedure is therefore only well-defined when we
restrict ourselves to the standard Minkowskian metric and to Lorentz transformations. This is
exactly what we will do in this Chapter.

The four-potential looks much more like a four-vector. However, the presence of the time
coordinate ¢’ is still the retarded time in a specific Lorentz frame. Since ¢’ is in one-to-one
correspondence with the proper time 7/ of the particle at the retarded position we can write

-1
dz* dr ( dz¥ dr (20 — ZV(t/(T/)))>

AN =0 G g \ o ar
dz" 1

e dr’ (2, — ZV(T/))

where with some abuse of notation we denoted z,(7') = z,(¢'(7')). The retarded proper time
is then determined from

(2% = 2°(r) = [x — 2(r")| (9.15)
A
o %t
(@) « et A
1 | .
N
! ~ 2%l sek
\‘ ¢ ay ! \ e
brog 1 e -

Figure 9.2: Fields at x at time t originate from the retarded position z(7') at proper time 7'.

From Eq.(9.14) it is now obvious that the four-potential transforms as a four-vector since its
numerator is a four-vector and its denominator is a Lorentz invariant. We could also have started
directly by directly writing the four-current in terms of the proper time of the particle. We define
the four-dimensional delta function

0 (x — 2(r)) = 8(x — 2(7)) 8(a° — 2°(7))

where we now parametrized the world line z(7) of the particle in terms of its proper time. Then
we can write the current as

j*(z) = cq /dT(ili:é(‘l)(xfz(T)) (9.16)
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This is readily shown using Eq.(9.4). We have

i (x) =cq /dT Cili: §(x —z(1)) 6(z° — 2°(7))

m n
=cq /dT‘Za(x—z(T))éﬂs(T ) =cq ‘Zé' §(x — (7))
Now since 2°(7) = ct() we can write
dzt dt 1 dzt
oy detdt 1 B _odzt
(o) = 0 o g = atr) = ()

where we again wrote z(t) = z(t(7)). We see that we exactly recovered Eq. (9.2). We can now
insert Eq.(9.16) directly into Eq.(8.62) to give

At(x) = %/d‘lx Dg(z — ') j*(2")

_2 /d4x 0(z® — %) 5(2@ —a'),(z —a)") (")

Cc

174

= 2q/d7’/d4x (20 —2%)6(> (z —a'), (& —2")")

v

dz"
-
dz"

=2 [ dr8(a® ~ )53 (o~ ()l - (1)) o

v

6 (z — 2(7))

If we now again use relation (9.4) for the delta function we can write this as

. dz* -1 dz* 1
Al (J}) =2q dr’ dzv =—q dr! dzv
23 Gt =22 G = 27)

where the retarded proper time 7 must be determined from the condition

0= (2, — ()@ - 2"() (9.17)

v

where 29 > 2. This condition is equivalent to Eq.(9.2). We therefore have once again obtained
the Liénard-Wiechert potentials.

9.2 The electric and magnetic fields

Having obtained the Liénard-Wiechert potentials it remains to calculate the corresponding elec-
tric and magnetic fields. Since we have an explicit formula for A" it turns out to be most
convenient to calculate the electromagnetic field tensor directly from

0A 0A
F L= v "
" oxH ox”

where by lowering the index in A" we can write

q dz,
A, = - (9.18)
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where for compactness of notation we further defined

dz"
dr (7, — ZV(T/))

w =

Let us first calculate A, /0z". We have

0A, &2z, ot 1 dz,, ow 1
o1, | | o)

dr’?2 9xr w  dr! Ozt w?

The calculation is somewhat complicated due to the implicit dependence of 7’ on z* through the
condition (9.17). The derivative 97'/0x" can, however, be obtained by differentiating Eq.(9.17)
with respect to z#. This gives

B 82“ [Z gupla” = 2(7)) (" ~ Zﬂ(T/))] =2 (av - ZV(T'))%(W —2(7'))

_ dz" or'] , or’ s dz
22 v — 2 (T [6‘“'_d7—’8x/‘} =2(x, — 2zu(T ))_28x“ zy:(xy—zu(T))dT/
or’
= 2oy~ 2u(r")) ~ 20 o
We therefore find that Bt .
1 B N Y
oo = e () = (9.20)

where we further defined y,, = x, — 2,(7’). We further see that we need to evaluate Jw/Jz"
in Eq.(9.19). We find

ow 0 dz?
ur ~ Dan ( g (T W’)))

_Z dzl,aT o ")—I-% 5 _dz¥ o7
8;5“ : dr' \'""  dr’ Oxr

dzu d2zl, ) _ dz"dz, dzu or' dw
- dr’ 83@“ dT’ dr' dr’ i dr!
If we insert this result into Eq.(9. 19) we find
0A, 3 d%z, ot 1 %i dz, ot d7w
oxn dr’? Ozt w  dr' w? Ox# dr’
_q d?z, B dﬂ% or'  dz,dz,
T Twr |\Yarr T ar ) dar T ar dr’
We can now insert expression (9.20) and use dz,/dr’ = —dy,,/dr’ to obtain

04, _ a [(,Po dwdz\ yu  dz dy,
O+ w2 dr'?2  dr’ dr’ dr’ dr’
__4[lda  1dwdy o ldady] g d [1dz
B wdr?  widrdr P wdr dr | T wdr

w dr’!

w

From this equation we therefore find the relatively compact formula

q d dz dz,
B -4 { ( W, dT/y“)] (9.21)

w dr dr’
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We see that this expression correctly transforms as a tensor under Lorentz transformations since
7/ and w are Lorentz invariants. The form of this expression is invariant under re-parametrization
of the path of the particle. If we have a new path parameter s(7’) then

dz" dz¥ ds ds

— ! = R — 4 — —_
g (@ = 2(T) — s g (v () =u o

where

=3 ) (022)

v

and we denote z,(s(7)) = z,(7’). Since d/dr" = ds/dr'd/ds it then follows that

qgd |1 [dz dz,
Fu =—— [ (d: Yo — dsyu)} (9-23)

uds |u

where the right hand side is evaluated at value of s which satisfies the condition

0= Z(Jju —2,(8))(x¥ — 2" (s)) (9.24)

v

Let us work our Eq.(9.25) a bit further. If we denote the first and second derivative of z, with
respect to s as Z, and %, we have

q w . . 1 . .. .. .
F,uu == |:(Z;Lyu - Zuy,u) + a(zuyu — ZuYu + ZulYy — Zuyu)

w | u?
= u3 [u (Z,uyl/ - Zuyu) —u (Zpyu - Zuyu)] (9.25)
where in the second step we used that 2, = —y,. We are now quite close to the end of our

calculation. We parametrize the path of the particle in a given Lorentz frame as
() = (et 2(t"))

i.e. we choose s =’ and hence 2, = dz,/dt’ etc.. Then by lowering the index we have
5ult) = (—ct',2(t)

The electric field is given by E; = —F; for j =1,2,3 and therefore

B = _% [u (Zoy; — Zj0) — @ (Z0y; — Z51) ]
= — 5 fuelt = )25 — (=l = 25) = 2(—e(t = )))] (9.26)

Let us write this in vector notation. If we further use that ¢(t —¢') = |x — z(t’)| we can write

E:—%[u(—i|x—z|—|—c(x—z))—|—ui|x—z\] (9.27)

It only remains to evaluate u and 7. We have

dz? dz
w=Y (@ - n () = Pt —) + - (x—2)

dz .
——c|x—z|—|—dt/-(x—z)——cx—z|(1—cn-z> (9.28)
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where we defined the normal vector

 X—1z
x — 2z
Further 2 g d
. zY , ¥ dz,
“_;bwm‘“W‘Wﬁ/ (9.29)
where
z=(c,z) , 2=(0,%)
This gives

0=% (x—z)—|z*+c?

Collecting our results we then find from Eq.(9.27) that

cAlx —z|3 (1 — %n~2)3

x{—qx—z%<1—in.a-uzmx—@+ml—mﬂpﬂx—ﬂ+c@—zﬂ}

e 3
L R GRS R (o5 e O I

Below we will show how to write this expression in a more convenient form. Let us, however,
first calculate the magnetic field. We have

B = (Fy3, —Fi3, Fi2)

We then have from Eq.(9.25), for instance, that

By = Fy3 = % (u (22y3 — Z3y2) — U (22y3 — 23Y2))

and similarly for the other components for the B field. We can write this in vector notation as
q , . -
B=—= (uzx(x—2z)—uzx (x—12))

(uz|x —z| —uz|x —2|) %

ud
q X—z
ul |x — z|

Comparison with Eq.(9.27) then gives

=nxE (9.31)

The magnetic field can therefore be simply calculated when the electric field is known. Equations
(9.30) and (9.31) are the main results of our derivation. We will now proceed to simplify
expression (9.30). Let us start by defining the quantities

R=|x—z(t)

n:l—%nwyzW)

1.,
ﬁ:;z(t)
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Then we can write (9.30) as

B o {-tBntiBnm- g+ (- 8P 505 (0.32)

If we use that a x (b xc) =b(a-c)—c(a-b) then we see that
nx[m-p)xpl=mn-p)Bn-pFn n-p)=mn-p)5 n-rp

and we therefore see that we can write

B {inx (-8 <A+ (- 1P -5}
= > (1= BP)m = B) + —f=nx [(n—B) x 8] (9.33)

We remind the reader that all the quantities on the right hand side depend on the retarded time
t' that must be obtained by solved Eq.(9.6). The electric field therefore consists of a term that
decays as 1/R? which depends on the velocity 3 and term that decays as 1/R which depends
both on the velocity and the acceleration. The important point to stress here is that accelerated
charges are a source of fields that fall off slowly. It is therefore exactly the second term in
Eq.(9.33) that makes long range communications using light or radio signals possible.

9.3 Feynman’s formula

The main results of the previous Section were Eqgs.(9.33) and (9.31). They allow us to calculate
the electric and magnetic fields from an arbitrarily moving charge provided we can solve Eq.(9.6)
for the retarded time t'. Instead of using derivatives with respect to the retarded time we can
rewrite Eq.(9.33) in a different form by using derivatives with respect to ¢ instead. In that case
it attains the form

n Rd/n 1 d?
E— 7+ii(7) — —n 9.34
1 {RQ cdt \R2) " 2 ae2 (9:34)
Since the retarded time t' is a function the space-time point (x,t) the quantities n(¢') and
R = |x — z(t')| appearing on the right hand side can be equivalently regarded as functions
of (x,t). Feynman discusses this formula at some length in his famous Feynman Lectures on
Physics, so we will simply call it Feynman’s formula. Let us now proceed by showing that

Eq.(9.34) is equivalent to Eq.(9.33). We start by writing Eqgs.(9.7) and (9.8) as

a
kR

¢ dz ¢ d oy _ 49 9
ckR At cant’(X 2(t)) = cant’R (9.36)

p(x,t) = (9.35)

A(x,t) =

where we defined R = x — z(t’). Let us further derive a few useful relations. First of all, by
taking the derivative of the condition Eq.(9.6) with respect to ¢ we find

ot x—2z dz ot

C(I_E):_|x—z| dt' ot

and therefore
ot 1
ot 1-1in.z

1
K
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where z = dz/dt'. We can therefore write

0 ot o 10
o ator " wov (9:37)
We further have
@fib{fz(t'”f,ﬂ @@77111 2
dt — dt  x—z| Aot &k

and hence

K
Using this relation and Eq.(9.37) we can rewrite Eqgs.(9.35) and (9.36) as
1
d(x,t) = L (1 - dR) (9.38)

c dt

A =—21 "R=—-——~ — _
0ot) = =g~ “cpar °F) (9:39)
These equations are the starting point of our derivation as in terms of these potentials the

electric field is given by

10A
B=-Vo=T%

Let us start with the first term. From Eq.(9.38) we have
gVRIR q1d

_ lygp_gvrar 414
Vo = RQVR R dr + cRdtVR (9.40)

It remains to calculate VR. We have
X—z d dR

+Vt' —|x—z(t')=n+ — V¥

— — ()| =
VE = Vx—z(t)] |x — z| dat’ dt’

where we must not forget that ¢’ depends on x through condition (9.6). If we take the gradient
of this condition we find

xX—z dz 1 1 dz

—cVt' =n-— —Vt' = V'=—"n+-n-—V¢
v " |x — z] alt’V cn+cn dt’

n
= Vt'=-——
v KC

and therefore iR LdR

n
— = 1—-— ——
VE cdt n< c dt>

_q 1dR g n 1dR\ dR q d 1dR
Vo= R?’“(l c dt) c R2 (1 car ) Vera P\ ca
We obtain the electric field if we add to this expression the term —(1/¢)0A /0 using Eq.(9.39).
This gives

lg_n 12mdR _ n dR2+1dn L d( dR) 1d ld[R]
—_ = — = - — — —_— e —_— n— —_—— _—— n
q R? cR%?dt R2c2\ dt Redt c2Rdt dt c2dt \ Rdt

e (@) m

e
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This gives exactly the equation (9.34) that we wanted to prove. Egs.(9.33) or (9.34) together
with the corresponding magnetic field of Eq.(9.31) are fundamental equations in the theory of
electromagnetism. Both Eqgs.(9.33) or (9.34) have their own advantages in doing calculations.
We will dicuss the Eq.(9.33) in more detail later when we discuss radiation of moving charges.
Let us therefore discuss Eq.(9.34). The first two terms in Eq.(9.34) look very much the first two
terms of a Taylor expansion of n(t)/R?(t) around the retarded time t — R/c, i.e.

n(t) n(t—R/c) Rd < n(t — R/c)

R2(t) R2(t—Rjc) = cdt \R%(t— RJc)

)+mmkﬂ

Therefore, up to terms of order (R/c)? the first two terms of Eq.(9.34) yield the same result
as that of an instantaneous electric field of a point charge at position x — z(¢). The last term,
proportional to d?n/dt? is the important one for emitted radiation as it decays slowly as 1/R as
we will see. Let us analyze this term in an example.

W

@} > X
O‘E ZH )

Figure 9.3: Fields at x due to a charge oscillation in the horizontal direction.

We imagine a charge ¢ oscillating round the origin O and we look at the charge from a long
distance (point x in the figure). In the first case the charge is moving back and forth towards
us. In this case

x —z(t’)
[x —z(t')]
and hence d?n/dt*> = 0. We do not see any radiation in this case. In the next case we let the
charge move up and down.

n(t') = =1

Figure 9.4: Fields at x due to a charge oscillation in the vertical direction.

In this case, since |x — z(t')| ~ |x| we have
d? d* x —z(t — 1 d?
P ST T N Y N )
dt? dt? |x]| |x| dt? c
So in this case the electric field in x is approximately

q & x|
E=- — 7t — —
|x|c? dit? ( c

)

whereas the corresponding magnetic field is given by Eq.(9.31) as

q d? |
B=nxE=- 9L nx® 50X
n x |x\c2n X =3 z( . )
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We have now approximately determined the radiation field in two cases. The next thing to
do, obviously, would be to find the angular distribution of the radiation. We will approach this
problem a bit more systematically later.



Chapter 10

The energy-momentum tensor

We derive the energy and momentum conservation laws of the electromagnetic field in differential
and integral form and show that these can elegantly written as the divergence of a symmetric
energy-momentum tensor. We further derive a corresponding tensor for the charged particles and
describe the energy and momentum conservation laws in general coordinates for the complete
field and matter system.

10.1 Conservation of energy and momentum of fields and
particles

In the previous Chapter we saw that an oscillating charge produces radiation. This radiation, via
the Lorentz force, can set other charges in motion for away which is in fact the principle behind
the antenna. This implies that both energy and momentum is transported from one charge to
another charges. This in turn means that that energy and momentum must be transported by
the electromagnetic field. We have to figure out how this happens.

Imagine two particles interacting via each other’s electromagnetic field.

AN ’(\/
A 1 F
T
ST A
P
£neye \A
- v\'\c.m-%\uw\
teom sheler

Figure 10.1: Energy and momentum transfer between two moving charges.

Since the energy and momentum of each particle can change there will be a transfer of energy
and momentum by the field. The total energy £ and momentum P of the system must be

213
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constant, so we have

Efea + Eparticles = E = constant
Pgela + Pparticles = P = constant
We know that the energy and momentum of the particles is given by the Lorentz force law.
It then remains to find the energy and momentum of the field. Let us start by discussing the
energy. The change in energy E,, of a particle was given by Eq. (6.40) as
B, _ d
dt dt
where v is the velocity of the particle. To relate this expression to Maxwell's equations we write
it as an integral over a current

(yme?) =qE-v

dd% :/de(x,t) (%) (10.1)
where dalt
3c.0) = 0 20 (1)

where z(t) is the path of the particle in the Lorentz frame that we are using. It is clear that we
can also do this if we have several particles. If we have N particles with charge ¢; and paths
z;(t) then we can write

001 = 3 0 20 520 (102)

and Eq.(10.1) is still valid. Let us imagine that these particles are moving around in some volume
V as in the figure

\__’,1__&\\; AQI—\Q\ 65 &k\lx
o Py 8 o B e g
\10\ u [ —“— l i Rineed _ ::\)@\ ! l B
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&
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/'/ \.}

Figure 10.2: Charges moving around in a volume V

The particles interact with each other and radiate. Some of the radiation will pass through the
surface A of the volume. We therefore have an outgoing energy flux S passing the surface. The
energy conservation law then tells us that

/ s.dA = -1, + By (10.3)
N d

where Ex is the energy of the field inside volume V. If we now write the field energy as an
integral of an energy density u(x,t) as

Ef:/ dx u(x,t)
v
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then with help of Eq.(10.1) we can write the energy conservation law (10.3) as

/AS'dA:_/deE(x,t).j(X’t)_/deaug;,t)

Then by further writing the flux integral as a divergence

/S-dA:/dXV-S
A v

ou .
0—/de (at—i-V-S—i—EJ)

Since this equation is true for any volume (provided the particles remain inside it) we have

0
2 LV.S+E-j=0 (10.4)
ot

which gives the continuity equation for energy. It remains to find explicit expressions for « and

S. This can be done by relating the current to Maxwell's equation

we find the relation

10E 4
-7 B=_1;
c Ot TV ¢
and therefore L9
- © _ o=
1= (V x B - ) (10.5)
If we insert this expression in Eq.(10.1) we find
dEy, c 10E
el E- B--Z 10.
7 =i, o (V2B 1) (106
We further use the identity
V~(E><B):B-VXE—E-VXB:—1B~88—]?—E-V><B
c

where in the last step we used the other Maxwell equation V x E = (—1/¢)0B/0t. If we use
this expression in Eq.(10.6) we can write

db, ¢ 10 ,_ 5 7 / du
i in de{gcat(E +B?) +V-(ExB), = xS (10.7)
where we defined
1
= 5 (B*+B’ 10,
b 871'( +B%) (10.8)
c

The vector S is called the Poynting vector and describes the energy flux through a given surface.
We now see that the continuity equation (10.4) now attains the explicit form

19

SWat(E2+B2)+£V'(ExB)+j~E:O (10.10)

47

Our next task is to find similar expressions that describe the conservation of momentum. Since
the momentum is conserved for each of the three spatial directions we expect three equations
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of the type (10.10). It is then not difficult to guess that these equations, together with the
energy conservation law (10.10), will represent the divergence of a rank two tensor, which will
be denoted as the energy-momentum tensor. Let us start again with the Lorentz force equation
for the momentum of Eq.(6.41) which we repeat here for convenience a bit more explicitly

dp

P 4(Bla(1), 1) + v < Ba(1), 1)

in which we indicated in the arguments that the fields are evaluated at the position z(t) of the
particle. For N particles with charges g; at positions z;(t) we have

N
dpP, dp] 1
o =2 Zq] (2500 + 3 5 v X Bley(0.0)

where we defined P, = p; + ...+ pn to be the total momentum of the particles. If we define
the charge density of N particles as

N
X, 1) = Z qj 6(x — z;(t))

and use the expression for the current of Eq.(10.2) we can write that the change in total
momentum of N particles in a volume V is given by
dP,

1,
v :/de <p(x,t)E(x,t)—|—C_](x,t) ><B(x,t)> (10.11)

If we now again use the expression for the current (10.5) together the Maxwell equation

1
then we can rewrite Eq.(10.11) as
dp, 1 1 1 0E
e A ~E)E+E/de (VXB—Cat> x B (10.12)
We now use that
10 10E 0B 10E
Cat(E><B)_cat x B+ E 5 = oo xB—E x (V xE)

to rewrite Eq.(10.12) as

P, 1 1 9

1

~ dx[Ex(VxE)+B><(V><B)]

Using V - B = 0 this can be written more symmetrically as

—— 47Tc/dx—E><B)

47T | dx [E(V-E)~Ex (VxB)+B(V-B) - B x (V xB)
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Now the last term can be written as a divergence. We have

(Ex(VXE)i =Y euBi(VxXE)r= Y €jpcrimEjoEn
-k g.k,lm
= Y (0ubjm — 6im0;1) B0 Emy = Y E;0,E; — E;0;E;
7.k, Im J

and therefore

Ei(V-E)— (Ex (VxE)); =Y EE;+0,E; — E;0;E; =Y 0;(E 5”1«32)

J J

Our equation for the momentum change therefore becomes

ap, 1 0
dt —  4me VdXE(EXm
+ o Z/ : { 6:;;(E* + B?) — (E;E; +BZ-B]-)} (10.13)

From Eq.(10.11) and the fact the this equation is valid for any volume V' we find the expression

10
Arm 6t

Z o { (B2 + B?) — (B, +BiBj)} (10.14)

(pE+%j><B) (E x B);

The left hand side of this equation describes the change in momentum of the particle. Momentum
conservation then implies that the right hand side describes an opposite change in momentum
of the electromagnetic field. From the first term on the right hand side we see that the vector

1
=—ExB 10.15
u 4me x ( )

represents the momentum density in volume V' whereas the last term in Eq.(10.14) represents
the divergence of a momentum flow in the three separate directions. If we compare Eq.(10.15)
to Eq. (10.9) we see that

1
u= 58S (10.16)
C

So the Poynting vector yields both the energy flow and (divided by c?) the momentum density. It
is now clear that we could combine the lefthand sides of Egs.(10.7) and (10.13) into a momentum

four-vector.

FE
Pp = (TPvP)

such that we can write Eq.(10.7) and (10.13) as

/ Z ;;,, (10.17)
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where we defined the energy momentum tensor T}" of the field as
1

T = — 10.1
f 47T>< ( 0 8)
L(E? + B?) (E x B), (E x B)s (E x B);
(E x B); %(E2 + BQ) — E% — B% —FE1FEy — B1By —FEyFE3 — ByBg
(E x B), —E\E, — BB, L(B? + B?) - E2 — B? —E\Es — By Bs
(E x B); _EyEs — BoBs —E\Es— BBy 1(E?+B2) - E2— B2

We write the indices in T/" as a superscript since we want to get a four-vector with an upper
index after taking a divergence. Of course, it is not clear that by writing out the components
that we are actually dealing with a tensor. It is not difficult to see that T} must be closely
related to the electromagnetic field tensor. There are not so many options to relate the two.
Since the fields E and B occur quadratically in the energy-momentum tensor one may guess that
T} should be written as a product of electromagnetic field tensors. Then we have essentially
one option

3 3
T =a Y FAFY +8g™ Y FxFY (10.19)
A=0 A, 7=0

The last term in this equation was already evaluated in before in Eq.(6.47) and gives

3
> P\ P =2(E* - B?)
A, 7=0
It therefore remains to evaluate the first term in Eq.(10.19). The explicit form of F*" has been

given directly after Eq.(6.47), whereas F is easily calculated from

3
Fl;\ = ZQHVFVA = gHILFM)\

v=0
since Minkowski metric is diagonal. Therefore

0 Ey Ey Es
Ey 0 Bs —Bs

b
FA - Ey —Bj3 0 B4
Es By -B, 0
and therefore
s 0 E, Es Es 0 Ey Es Es
S P - E, 0 By -B “E, 0 Bs; -B
fwart A Ey —Bj3 0 B —Fy, —Bj 0 B
N E3 B2 7B1 0 7E3 BQ 7Bl 0
—E? —FE3B3+ E3By FE1B3— E3B1 —FE1By+ ExBy
_ —FE>Bs + E3Bs E12 — B% — Bg’ E\FEs + B1 By FE1FE3 + B1B3
- E1B3 — EgBl E1E2 + B1B2 E% — B% — Bg E2E3 + B2B3

—FE1By + EyBy  E\Es+ BBy  EoE3+ ByBs E?% - BY — B3

We see that we are getting very close to Eq.(10.18). All off-diagonal elements are the same
apart from the pre factor —1/4x. Let us therefore choose « = —1/47. Let us then look at the
first diagonal element. Using Eq.(10.19) we have

1 1
TfOO — 7(E2 4 B2) — 7E2 + BgOO 2(B2 _ EQ)
8T 4T
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Since g% = —1 we see that we must have 3 = —1/167. You can check yourself that this also
works out correctly for the other diagonal elements. We therefore find that
1< 1 &
T = — — N pEENV g F\,F 10.20
f dm 167 7 AZO A (10.20)

Now since F' and g are tensors it follows that Tt is a tensor as well. It is called the energy-
momentum tensor of the electromagnetic field.

10.2 The energy-momentum tensor in general coordi-
nates

A nice feature of Eq.(10.20) is that it is valid in general space-times. In particular, we can derive
in general coordinates that

3 3
1
DT === P4 (10.21)
’ C
v=0 v=0

which is equivalent to Eqgs. (10.1) and (10.11). To prove this equation directly from Eq.(10.20)
we need the following identity

Fuvir + Forps + Frpy =0 (10.22)
which is identical to the condition dF' = 0. This is readily derived. If

3 3
1 L v L v
F = 3 g F, da" Ndz” = E Fdz" Ndx

p,v=0 n<v=0
then
3 oF,, 3
0=dF = o daT A dat A da” = > Furda™ Adat A da
T,u<v=0 T,u<v=0
3
= Y Fuyy [da” Ada" Ada¥ — da Ada” Adat + dat A dat A daT]
T<pu<vr=0

3
= Y [Fuvir + Frpw + Furg] da™ Ada? A da”
T<u<vr=0
which yields Eq.(10.22). Let us now calculate the divergence of the energy-momentum tensor.
We have

v 1 AV AV 1 "y AT AT
ZTfN;l/ = _E ZF%\,VF + FKF;V - 16771' Z gl (F)\T;VF + P\ F ;u)
v A A, T,V
- L D g Far PN - L ppas o L > g P FM(10.23)
47 = ' dm S Ae 8T = ’

where in the second term we used the Maxwell equations. We will now show that the first and
last term cancel. We will manipulate the first term a bit. We have using Eq.(10.22)

1 1
,E Z guaFaA;yF/\V — 7@ Z guoz (Fa)\;yF)\V + FQV;)\FV)\)
Ao, v A, a,v

1 1
_87’7T Z g,ua (Fa)\;y + Fua;)\) F)\U = _877'( Z gya (_F/\u;aF)\U)

A,a,v A,a,v
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which exactly cancels the last term in Eq.(10.23). We have therefore shown that the divergence
of the energy-momentum tensor exactly produces minus the Lorentz force. The latter gives
exactly the change in momentum of the charged particles. We may therefore wonder whether
there would not be an energy-momentum tensor T*" for matter as well, such that

DT == T (10.24)

v v

or, equivalently, if we define the total energy-momentum tensor for matter and field
™" =T + T

then

> T =0

which describes the conservation of energy and momentum of the matter and field system. This
is indeed the case since even when the particles were neutral the four-momentum would be
conserved and we therefore expect this four-momentum to be the divergence of a tensor. This
should be compared to charge conservation. Since charge is a scalar quantity its conservation
law is described as the divergence of a vector instead. Given the form of the current in Eq.(9.16)
it is not so difficult to guess what T#" could be. The simplest generalization of Eq.(9.16) for a
single particle will be

T — me / ar - 5<4>( () (10.25)
whereas if we have several particles then

dz” dzj

T = ij /de §W(z — 2(1))

Let us see if Eq.(10.25) gives us what we expect. We can write with 2° = ct(7) that

1 v
T = mc/dT/ A A2 565) (x — a(r'))6(a® — ("))

m dT/ dT/
i v
= mC/dT/ (Cilj_/ (;le—/ 5(3) (X - Z(T/))g(’r - T/) Z;?
dz“ dt dz¥ dz* dz¥
G B oe _ — (3)
M ar O = a(t) = ym = =6 (e — 2(1))

This means, for instance, that

dz* d29
dt dt

dz
= (ymc? mmcdt)é(?’)( —z(t))

"
o — 59 (x — a(1) = yme 2 69 (x — a()

So the first column of the energy-momentum tensor gives indeed the energy and momentum
density as expected, and we have

dz* dz

/der’le(x,t) =yme—- = (ymc? ,’ymcﬁ)



10.2. THE ENERGY-MOMENTUM TENSOR IN GENERAL COORDINATES 221

let us now check the divergence. We have

8T‘“’ dzt dz"
- @y —
—me /d dr dr 837”5 (= (7))

z 21
ZAWw/ﬁT%—EﬁM( dﬂ)—nw/ﬁﬁ%jﬁﬁ@fzﬁ»
:c/ﬁf%;yﬁw—zﬁ» D" 56) (x — (1) (10.26)

where p* is the four-momentum of the particle. For N particles it is clear that

3
orp Xt
m 53) — 7.t
> G ?,: P50 x — (1)

The total momentum change P, of the particles is then given by
7 N M
- ey
oxV — dt
j=1

Inserting this expression into the left hand side of Eq.(10.17) then gives

3

I

+T4)

as expected. So far our discussion of the energy momentum tensor for the particles was entirely
Minkowskian. It turns out that to use general coordinates we only slightly have to modify
Eq.(10.25) to

o _ me [ dzt dz¥ 5 (2

m_\/m dr dr

where g is the determinant of the metric tensor as before. In the case of Minkowskian coordinates
|g| =1 and we get back Eq.(10.25). This is not so surprising since /|g| is just the Jacobian of
a coordinate transformation and the delta function transforms under coordinate transformations
as

—2(7)) (10.27)

o(x—x') = %5(3' -y

|5y
where |0x/80y| = \/|g| is the Jacobian. For instance, we have in spherical coordinates

1

r2sin 0

0z —a")o(y —y')i(z—2') = o(r—r") (0 — 0)(¢ — ¢)

Similarly, the general expression for the current of Eq.(9.16) becomes

dr %ﬁﬂﬂu—zh» (10.28)

J@%—Jg

in general coordinates. We can check, for instance, that this current obeys

0 . cq dzF 0
my — @) (p _
231 ‘ T VI = L [ ar G S0 o)

= d——é“@fzﬁ» 0

JI?
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which is the charge conservation law. Let us now calculate the covariant divergence of T". For
this it will be useful to use the formula

DAL= Z
0AH 1 0
R A oV
O e S,
vn

r/l/l—\u + Z Aunl—\zn

:mE

which is just a modification of Eq.(7.34) for the case of a symmetric tensor. If we use this
equation then we find that the energy—momentum tensor of the particles satisfies

o1y dzH dz” dz" dz"
m 5(4) - /d e === 5@ (g —
~ oxrv ,/|g Z/ dr dr Oz (@ —2(r ./|g Z Y1 dr dr ( ()

me dz d dz¥ dz"
§ ' dr TH iy | C o
1/|g dT dr /|g / v dr dr (z —2(7))

(10.29)

which is the generalization of Eq.(10.26) to general coordinates. If we now use the Lorentz force

law
p“ _4q Z

then we find that
oTHY

o \/EZ/CZ F“—(S Nz — 2(1 ZF“
where we used the general identity
/de(Z(T)) §W (@ = 2(7)) = f(x) /dT 0 (z - 2(7))

and the definition of the current of Eq.(10.28). We therefore recovered minus the right hand
side of Eq.(10.21). We find that if we define the energy-momentum tensor of N particles to be

0 1030
m Z \/g dT dT ({I?—Zj( )) ( : )

then Eq.(10.24) is satisfied and we have
0=> TH +> Tk, (10.31)

which expresses the laws of energy and momentum conservation of the combined field-matter
system in general coordinates. In fact, as is clear form our derivation, Eq.(10.31) implies the
Lorentz force law if we specify Maxwell's equations. So we can either use the Maxwell equations
and the Lorentz force law to derive Eq.(10.31) or assume Maxwell’s equations and the Eq.(10.31)
to derive the Lorentz force law.



Chapter 11

Radiation by moving charges

In this Chapter we derive the angular distribution of radiated power by accelerated charges. We
further derive how the total radiated power depends on the velocity and acceleration leading to
the famous Larmor formula. We further derive the spectral distribution of radiated power for a
charge in circular motion.

11.1 Radiated power

Let us summarize again the formulas of Chapter 9 for the electric and magnetic fields produced
by a charge ¢ following a trajectory z(t'). The electric and magnetic fields are given by

1 . 1
Bt Lnxim-g) <+ 0- 187505} (111)
B=nxE (11.2)
where
/ - t/
Rp-at)  nlt)=
k=1-— %n(t’) -z(t)
1. ,
B = - z(t")
and t’ is the retarded time determined by the equation
c(t —t) =|x—z(t)| (11.3)

If the charge is accelerated it will loose energy. Let us see how we can calculate this energy loss.
In Eq.(10.9) we saw that the Poynting vector S describes the energy flux. Hence S - n is the
energy flux per unit area per unit time detected at a point x at time ¢ of radiation emitted by
the charge ¢ at retarded time ¢’.

223
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Figure 11.1: Poyting vector S projected on the direction n.

The energy radiated during a period of acceleration from ¢} to ¢} is measured in x between times
t1 and ty where
x — z(th
t; = t; + M
c

and ¢ = 1,2 is then given by

’
1

E:/t2dt(S-n)(t) :/t/i’dt’%(s.n)(t/) :/tht’/@(S-n)(t/) (11.4)

where we with some abuse of notation wrote (S - n)(¢(¢')) = (S - n)(¢'), i.e. we can regard the
Poynting vector in x projected on n also as a function of the retarded time t'. We further used
from Eq.(11.3) that for fixed x

dt dz dt 1dz
Z D) =-"n) = —=1--"n{)= 11.

V=@ )= G can )= (11.5)

We therefore find that the quantity « (S - n)(¢’) is the instantaneously radiated power, i.e. the

rate of change of energy due to radiation that will pass through a unit area at position x.

2
A = R4S
1N £
A\ %
/'/ r
A T
P sl T;\ R = \X ~= H‘)\

iﬁ"l‘l‘)\\\

Figure 11.2: Radiated power in a solid angle df2 around direction n.

It will be useful to introduce another physical quantity. According to Eq.(11.4 ) the power dP(n)
radiated into a solid angle dS in the direction of n is given by

dP(n) = k(S -n)(t') R? dQ

and we therefore define the function

dP

i xR% (S -n)(t) (11.6)
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to be the radiated power emitted at time ¢’ in direction n. The Poynting vector has the explicit

form
c

4n
and from Egs.(11.1) and (11.2) we there can therefore write

S ExB (11.7)

c c
S= EEX (nx E) = E((E~E)n—E(E-n))
From Eq.(11.6) we can therefore write
dP
0= kR* (E* — (E - n)?) (11.8)

Now we can use Eq.(11.1) which we will rewrite as

a b
E=2 4+ —
R R
where
a=—-nx(n-p)xp)
b=L(1-182(n-4)
Then
2 2
5 & 2a-b b
Femtm tr
b-n
E-n="r

where we used that a- n = 0. We then have that

a? 2a-b 1

E—(E-n)’= 5+ 5 + 5

-5 (b~ (b-m)?)

When we insert this expression into Eq.(11.8) we see that the last two terms do not lead to a
net energy flux through a surface at large distances. Therefore only the first term contributes
to the radiation. Inserting this into Eq.(11.8) then gives

P x5 ¢ Inx(-F)x B _ ¢ jnx((n-p) x B
dQ  4r~  4me KO T dme (1-n-B)>5

If we expand the outer products in the numerator we have
Inx (n—B8)xB)I> =|(n-B)n-B)-B(1-B-n)f
=@ BP(1-20 B+ 8 —2n-B-B-B)1-F ) B)+ 5 (1- 8 )
= (- BB - 1) +2n-B)B-H(1-B 1) +5(1- B n)?

and we can therefore write

2 32 n-8)(83- ¢ n-B)?2
qu{(l —,I63~n)3+2( 5)(? ) (152)(5)} (1L.9)

dQ  4rwe
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11.2 Angular distribution and Larmor’s formula

From expression (11.9) we can calculate the angular distribution of the instantaneously radiated
power.

Figure 11.3: Angles between the vectors 8, 3 and n.

We can always choose a coordinate system where the vector 3 is pointing along the z-axis and
the acceleration vector 3 is lying in the z — z-plane. We observe radiation in a direction n given
by
cos ¢ sin 6
n=| sin¢gsinf
cosf

The vector 3 is given by
o sin
B=| o (11.10)

Cos X
where 3 = |3]. We see that
n-3=cosf ,8~,3:BBCOSX
where 8 = |3|. Further, if a is the angle between n and 3 then we have
n-3 =0 cosa=f(cos¢sinbsinx + cos b cos x) (11.11)

In terms of these angles we can now rewrite Eq.(11.9) as

aP B3 1 23 cos x cos a 5. (cosa)?
dQ - dme {(1—5C059)3+(1—60059)4uﬂ )(1_50059)5} (11.12)

Let us consider some special cases. One obvious special case is the linear acceleration for which
BB, ie x=0,7and cosa = +cosf. Then Eq.(11.12) gives

aP 252 sin” #
dQ  4mc (1 — B cos)d

(11.13)

The denominator never becomes zero since 8 < 1 but it can become small for 5 = 1. It is then
clear that dP/dS) is large for small angles 6 and therefore the maximum of the power is radiated
in the forward direction. We thus have
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& -

K.\»_“, I )

/ > i (\\ >
fo-$ (oo @

Figure 11.4: Angular distribution of radiation around a linearly accelerated charge.

in which the value of dP/d2 for a given angle 0 is plotted as the distance to the origin in a polar
plot. The angle 6,,, of maximum intensity is found by differentiating Eq.(11.13) with respect to
x = cosf. This gives

(1—px)°

(the other zero leads to x < —1). We have

d( 1— 22 ) +y/1+1582 -1
_ —

V141582 —1
= I x = 33 ﬁ@m:arccos%

Figure 11.5: Angular distribution of radiation.

In the limit 3 — 1 we have 6,, — 0. The other special case is when 3 L 3, i.e y = /2. In
that case we have from Eq.(11.11) that

cos a = cos ¢ sin 6 (11.14)

The case B L 3 represents physically the case of instantaneous circular motion

Figure 11.6: Instanteneous circular motion.
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Inserting x = 7/2 and Eq.(11.14) into Eq.(11.12) then yields

ar _ ¢ 1 5. cos? ¢sin? @
dQ ~ 4rme {(l—ﬁCOSQ)g -(1-8 )(1—6(3059)5} (11.15)

In this case the function dP/dS) is maximal for # = 0. In the & — z-plane (¢ = 0) the function
is zero whenever

sin? 0

(1B cos0)? = cosf = = fp = arccos 3

1=(1- )

The angle 6y — 0 for 8 — 1 so the radiated power is sharply peaked in the forward direction in
this limit.

AP
L dJ
N,

Figure 11.7: Radiation from circular motion.

Let us now calculate the total radiated power P in all directions. In that case we must integrate
Eq.(11.12) over the angles ¢ and 6.

/dQ— / do /Qﬁd(bsmG (11.16)

Let us first integrate over ¢. Since only cos a depends on ¢ we need to calculate
2 2
/ do cosa = / d¢ (cos ¢ sin O sin x + cos  cos x) = 2w cos 6 cos
0 0
27 2w
/ dé cos® a = / d¢ (cos ¢ sin O sin y + cos 6 cos x)? = m(sin? @ sin? x + 2 cos? 6 cos? x)
0 0

Using these expressions we have

™ 242 2
. q°B 27 473 cos” x cos O
P= df sin 0
/0 S e { (1 - pBcosh)3 + (1 —Bcosh)*

7(sin? @sin® x + 2 cos? 0 cos? x)
(1 — Bcosh)d

+(8%-1)

With the substitution £ = 1 — B cos @ this integral can be carried out in a straightforward way.
We find '
2 202 1— 2 32
€51 psin x (11.17)
3¢ (1-p2)°

This formula can be written in a different form if we use

18 x BI” = 5267 sin” x

P =
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and write )
_ 2 1 2 312

This is the relativistic generalization of the so-called Larmor formula. It is often given in the
non-relativistic limit 8 < 1 when it attains the form
P 26]252 - 2(]2(12

3¢ 3¢

where a is the acceleration of the particle. We can compare Eq.(11.17) for the case that the
acceleration is parallel (x = 0) or perpendicular (x = 7/2) to the velocity. We have

2232 1
Py=P(x=0)= qgf P (11.19)
P =P(x=1/2) = 2°0° 1 (11.20)

3¢ (1-p2)

We see that, for a given acceleration § a factor 42 = 1/(1 — B?) more radiation is produced
when the acceleration is parallel to the velocity as compared to the case when it perpendicular.
A different picture, however, arises when we consider the forces responsible for the acceleration.
We have
dp d v dv
F = — = — M 3* - —
at —at’ T

where in the last term we differentiated v = (1 — v?/c?)~1/2. In the case that v L dv/dt we
see that

dv
vV = m’ya + mv

dv
F = —
L
However, if v || dv/dt then
dv v dv 02 dv dv
F - - 3*7 = 1 _— 2 _ = 37
™y dt tmvy c? dt my( + 027 ) dt ™y dt
We therefore see that
dv 1 dp dv
. v L ==
dt  mydt dt
dv_ Ldp v
dt  m~3 dt dt

Inserting these expression into Egs.(11.19) and (11.20 ) then gives

_2¢%* (dp 2
P = 3m2c3 \ dt

2¢%0? , (dp 2
po=2Yv 2 (P
L7 3m2e3 v dt

We therefore see that, for a given applied force, a factor ¥2 more radiation is produced if the
force is perpendicular to v as compared to the case in which it is parallel. In the former case the

force is usually produced by a magnetic field while in the latter case it produced by an electric
field.
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11.3 Radiation spectrum for circular motion

We will now study at which frequencies and intensities a charged in circular motion will radiate.
Let a particle with charge ¢ carry out a circular motion in the z — y-plane, for instance due to
the presence of a magnetic field.

i
|
il 1PN
. ——— ’"',’ E ——a N
= %
e
<o (.'

Figure 11.8: Charge moving along a circle in the plane z = 0.

The path of the particle is given by

cos(wot”)
z(t')=a | sin(wot)
0

where a is the radius of the circle. For an observer at x the vector potential of the field generated
by the charge is given by the Liénard-Wiechert potential

A(x, 1) = %dz(;/) T EZ(t’)I (11.21)

The motion is periodic with period T = 27 /wq
z(t' +T) = z(t)

and therefore the motion is periodic with the same period in the observation point x as can be
checked directly as well from the equation for the retarded time. We therefore have

A(x,t) =A(x,t+T)
Because of this periodicity it will therefore be convenient to expand A in a Fourier series
+o0 )
Alx )= Y Ayx)e ol
l=—00
where the Fourier coefficient is given by

T
A(x) = %/0 dt A(x,t) etott (11.22)

Since the vector potential A(x,t) is real we see that Af(x) = A_;(x). We want to study
the relative intensities of the various [-components which correspond to the higher harmonics
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lwo of the fundamental frequency wy. We can now insert the explicit form of Eq.(11.21) into
Eq.(11.22) to obtain

T / T /
1 . 1 _
Ay(x) = %/O dt dfl(t) einlt — %/0 g ) L (17 93)

t' k|x—z(t)] dt’  |x —z(t')]

where we used that dt’/dt = 1/ (see Eq.(9.37)) and the fact that the period is also T in the
t'-coordinate. To carry out this integral we need to know the dependence of ¢ on t'. If we now
use Eq.(11.5) we can write

. /
" 1 da o [ —wo sin(wot’) ny
A S N
ng
woa . / / / /
=1— = [—sin(wot")ni(t") + cos(wot')na(t")] (11.24)
c

This equation can be integrated since we know the explicit form of

n(t') = x —z(t')
|x — z(t)]

(which would simply lead to the equation of the retarded time). However, if we are only interested

in the radiation at large distance |x| — co we do not need this relation in full generality. In

that case the unit vector becomes constant and equal to n(¢') ~ x/|x|. Furthermore since

the problem is rotationally symmetric under rotation around the z-axis no generality is lost by

putting x in the y — z-plane and we can write

0
n=— sin 6
cos

Figure 11.9: The observation point x is chosen in the plane z = 0.

Then Eq.(11.24) becomes
dt woa

i 1 — —— cos(wgt’) sin @
This is now easily integrated to yield
R(0
tt) =t - % sing sin(wot’) + © (11.25)
C C

where we used that ¢(0) = |x — z(0)|/c = R(0)/c. We can now insert this into Eq.(11.23) to
obtain

T
Al(X) _ iTeiwolR(O)/c/ di eiwol(tlf% sin @ sin(wot’))
¢ 0
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Again since we take |x| — oo we have |x — z(t')| = |x| and R(0) =~ |x| we can write this as

! T
Al(x) = qelkx/ 4 dz(t') piwol(t' =% sin 6 sin(wot"))
T x| Jo dt’

where we used the abbreviation & = wgl/c. We now only need to insert the explicit form of z(¢')
and to perform the integral. This gives the following integrals for the = and y components of
A, (the z-component is zero)

ik|x| T
woa e . ) I a . /
Axl o _q ‘ | / dt/ SIH(WQt/) ezwol(t 2 sin 6 sin(wot’))

cl X 0

ik|x| T

woa e ) I e o /
Ayl _ q | | / dt/ COS(OJ(]t/) ezwol(t % sin 6 sin(wot”))

Cj X 0

Using the substitution ¢ = wyt’ we can write this as

ik|x| 27 ) . .

Ay = —% e|x| i dy sin g ¢ille—nlsinG sine) (11.26)
qa eiklx‘ 2m i1 Isin @ si

Ay = T T /0 dip cos g eillenisind sing) (11.27)

(11.28)

where we defined 7 = wpa/c. These integrals are closely related to the Bessel functions defined

by
1 27

J; (.f) d(p ei(lap—m sin ¢)

:g ;

From this integral we see that
2 ) . d
/ dep sin p ! P=25m ) — 975 — J, ()
0 dz

and further that

27 ) . i 27 ) d o i 2 o d .
d(P Cos(pez(lcpfx singp) _ 7/ d(ﬂ ezlap eiwsing _ _7/ ng e iwsing ezl@
0 T Jo dep T Jo do
2ml
=—/J
—i(z)

We therefore see that Eqs.(11.26) and (11.27) can be expressed in terms of the Bessel functions
and their derivatives at argument = = nlsinf. We have

i2mqa eIl .
— ———Jj(nlsind 11.29
e sind) (11.29)

2mqa X! Jy (nl sin 0)
Ay =

Axl =

(11.30)

T |x| 7nsind

where we denoted J/(z) = dJ;/dxz. We are now ready to calculate the radiated power in point
x. According to Eq.(11.4) this is given by
dP c

Jq = SO = —XP(EP - (B n)*) = —xPEF (x| = o) (11.31)



11.3. RADIATION SPECTRUM FOR CIRCULAR MOTION 233

where we used Eq.(11.8). Note that here we now calculate the received power per solid angle
d€) in x directly at time ¢ and do no need the factor x which arose from the transformation to
the retarded time ¢’ in Eq.(11.4) . Now since

B = [n x E| = [E|

we can write this also as

dP c c
o = L PIBE = CIx?V x AP (11.32)

where we used that B = V x A. Let us express this in terms of the Fourier coefficients A;(x).
We have

+oo
VxAxt)= > (VxAlx) e
l=—0o0
and therefore
+o00o ,
VXA D= Y (VX AX): (VX Ap(x)) eoltmr
l,m=—o0
Consequently
1 T +oo
T/o IV x A(x,t)]* = Z (VxA(x))- (VX Ap(X)) 0i4m,0
l,m=—o0
+oo +oo
= Y (VX A) - (VX ALE) = 3 [V x Aux)[?
l=—00 l=—0c0

where we used that A7 = A_; and used the notation |a|®> = a-a*. From Eq.(11.32) we then
see that the received power per solid angle in x is given by

dP C | 9 = 9
(5q) = =X >V x Ay(x) (11.33)
l=—c0

where the brackets denote the average over one period. We now only need to calculate the outer
product in this expression. We have

% Axl _%Ayl
v X Al - @ X Ayl = ) EAX(Z?
Bz 0 %Ayl - (nyAxl
If we denote
ax = —iwoan{(lr] sin 0)
c
woaq Jy(Insin 6)
Oy = —— ———
c nsin 6
then using
0 ™ (k1 Olx] ; ik 1 ciklx]
_— _ Siklx| (M~ NN 71 S A —ikw .
&rj |x| € <|X| X|2) 81,]_ xje <X|2 |X|3> 1K T |X|2 (|X‘ OO)
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we have
eik‘xl _O[yz
VXA =ik——— Qy 2
|x/[?
—O0xY

where we need to remember that the observation point x was in the plane x = 0. We therefore
find that

k2
IV x A2 = [x[* ((lay]? + [ ]?)2% + s *y?)

If we further use that z = |x|cosf and y = |x|sin @ then this yields

k2 k2
IV x A2 = B ((Jay|* + |ax|?) cos? 0 + |ax|* sin® §) = B (Jay|? cos® 0 + [ax|?)

2
= (woakq) {CO; eJl (nlsin @) + J/*(nl sin9)} (11.34)

clx|

If we recall that = wpa/c and k = wol/c we have from Eq.(11.33) that

dP
<E> = i (woq> I_ZOO 12 {cot2 QJl (nlsin@) + n? (nl sin 9)}
2.2 . .
— ‘;t;qc Z 12 {cot? 0.J2 (nlsin§) + n? J2(nlsin @) } = Z )

=1
where in the second step we used that the Bessel functions are even and we defined

@_woq
Q" 2n

1? {cot® 0JF (nlsin6) + n® J/*(nlsin6) }

This expression gives the radiated power per solid angle and per cycle for each harmonic frequency
wopl. The total radiated power is calculated from

P = /dQ dPl = d¢/ do Smaflﬂ
l2 2
- OT/ df sin@ {cot® 0.J} (nlsind) + n* J;*(nlsin6) }
0

This integral an be manipulated using various special relations for the Bessel functions. We will
not do this here and refer to Landau and Lishitz [6] for all details. Another reference to this
calculation is [7]. The result is that in the relativistic limit v > 1 the radiated power has the
form

2
q 1

P = 1 q2 W2 l 56—21/373 (1> %)
2/7 \ 27 ~y

which looks qualitatively as follows
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Figure 11.10: Distribution of intensities of radiation at frequency wyl.
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Chapter 12

Radiation reaction

In this Chapter we will investigate the how energy and momentum loss to the radiation field
creates a back reaction force on accelerated charged particles. This radiation reaction is de-
scribes by the Lorentz-Dirac equation. However, we will see that this equation has a number of
unphysical features. We will look into some of the solutions of this equation and discuss some
of its modifications.

12.1 Point charges and infinities

From our discussion in Chapter 6 we know that the motion of a charged particle is governed by
the Lorentz force law.

Dv* ¢ 3
m ar ¢ ZFWUV
=0

where v* is the four-velocity of the particle. We also know that the particle will radiate as soon
as it accelerates. This means that the particle will loose energy and momentum to the emitted
radiation field. As a consequence of this energy-momentum loss there will be a reaction force
back on the charged particle. This is described by the Lorentz force law if we include into F*¥
also the radiation fields produced by the charge itself. The force produced by these fields is called
the radiation reaction force and the corresponding fields will be denoted by F*. The problem,
however, is that these fields are singular at the position of the point particle and therefore yield an
infinite reaction force. These were exactly the problems at the late 19th and early 20th century
when Lorentz and others studied the electron. In the end it was found that usable equations
for the reaction force can be derived provided the infinities are absorbed into a redefinition of
the mass of the electron. Let us illustrate the idea with a simple example. Consider a simple
point charge ¢ and let us calculate the energy of its corresponding electromagnetic field. This
is easiest in the rest frame of the particle, where we only have a spherically symmetric electric
field. The energy density in this field is given by Eq.(10.8). Since we only have an electric field
this gives the field energy

1 1 q 2 A o 1 . q>
E=— [axlE?=— [ax(-L) =tim & [ @rdar— = lim =
87 / x[E = g2 / * <|x2) ros0 871 /m i e T

where we put a lower limit g on the radial integral to show the way in which the energy
approaches infinity. Let us assume as Lorentz and others did that the charge describes the
electron, which is a fundamental physical object. Then the we could imagine that it has an

237
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internal structure and an extension characterized by the radius 9. We can then according to
the formula E = mc? assign an electromagnetic mass m, to the electron given by

2 g
E=mcc" = — 12.1
€ 27"0 ( )
If we assume all mass is of electromagnetic origin then for the electron we find rg = 1.5x 10~ 1°m.
The infinities can therefore be avoided by assuming a finite extension. The physical question is
then whether the internal structure of the particle is relevant for radiation reaction. To study
this Lorentz considered a simple model for the electron.

12.2 The Lorentz model

To describe the effect of radiation reaction on the motion of the electron Lorentz [8, 9] considered
a hollow sphere with a uniform surface charge density. If the electron is at rest the forces on each
piece of the charge balance each other (assuming that electric forces are balanced by unknown
internal forces).

B e,
]
” < -

\

F |
'F\f/‘ /'[“\ AAE
;,-'} - \y

Figure 12.1: Charged sphere at rest.

However, when the sphere moves in a non-uniform manner the electric forces no longer balance
because the electromagnetic fields take times to travel from one pice of the sphere to another.

on ey due e £

Figure 12.2: Charged sphere in motion.

For instance, the force on a piece « due to a piece 3 depends on the position of 3 at an earlier
time. Lorentz then chose a reference frame in which the particle was instantaneously at rest
at time ¢, i.e. z(¢) = 0 for a charge element at position z(t), and assumed that none of the
quantities z,%, z changes very much during the time it takes for an electromagnetic signal to
cross the electron, such that they can be expanded in a Taylor series around the retarded time

alt) =it~ ) =alt) - La0) + 5 (2 ) 0+

where R = |x — z(t')| is the distance form x to the charge element at z(t'). By expanding the
various contributions of the electric field and performing an integral of the sphere Lorentz found
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[8, 9] that the net force F due to the self-force is given by

2
_ %'i'(t) 0

where z(t) describes the position of the center of the sphere and ¢ is the total charge of the
sphere. There are higher order terms as well, but these vanish in the limit that 1o — oco. Here
we further define the electromagnetic mass by m, = 2¢%/3roc?. This differs from the previous
choice by a factor 2/3 but this is due to the specific model that we use. Note that again
me — oo for rg — 0. The total force on the particle is then given by the sum of the external
and the reaction force. This is given by

2q2
3roc?

- 2¢2 ...
337

F, (t) — mei(t) (12.2)

o(t) = Foxe + 2L 5 (1) — myi(t)
3¢3
or equivalently
mz(t) = Fext + 2—qu(t) (12.3)
3c3

where we defined the physical mass m = mg + m.. The mass mg is an unobservable mass
parameter. Eq.(12.3) is known as the Lorentz equation. Somewhat unusually it is a third order
differential equation. One therefore needs to specify an initial position, velocity and acceleration
to solve it.

12.3 The Lorentz-Dirac equation

The Lorentz equation in the previous section was derived in a specific reference frame by expan-
sion in powers of R/c where R is essentially the radius of the electron. However, the last term in
Eq.(12.3) is independent of this radius and the higher order terms in 1/¢™ (n > 4) vanish when
R — 0. Therefore Eq.(12.3) has the potential of being exact and it will be worthwhile to find
its relativistic generalization. The obvious guess in Minkowskian coordinates is

d?zH " 2¢2 d3z*
m—s— = —_——
dr2 ext T 38 g3
We should, however, remember that the Lorentz equation was derived in the instantaneous rest

frame of the electron and therefore in a general Lorentz frame terms proportional to dz*/dr
may appear. We therefore make the Ansatz

2z 2¢° (P2t dzt
mEZ = g +q< : +SZ) (12.4)

dr? ext T 3e3 \ dr3 dr

where S is a scalar function to be determined. It is readily derived that S can not be equal to
zero. From the condition (6.9)

3
Zvuv“ =—c? (12.5)
pn=0
where v/ = dz" /dT we derived Eq.(6.12) which in Minkowskian coordinates reads
> do*
0 = —_— .
> v, - (12.6)
pn=0
and which in turn yields
3
0= ZUMFH (127)
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where F' is any applied force assumed to be proportional to the four-momentum. When we apply
this condition to both sides of Eq.(12.4) we obtain the relation

3 3 -
dz,, d®zM dz,, dz* dz, d3zH
0= —k Sk =) £ — %8
M;) < dr dr3 + dr dr > = dr dr3 ¢

and consequently we find that

3
1 dzM d3zH
T2 ; dr dr3

This equation can be rewritten since by differentiation of Eq.(12.6) with respect to the proper
time 7 we have

3
dv,, dv* d2v“
= —F E 12.
0 dr dr U (12.8)
=0
from which it follows that
3
1 d2zu A2zt dv# dv*
__ = — 12.
s c? = dr? dr2 62 = dr dr (12.9)

Our relativistic proposal for the radiation reaction equation (12.4) therefore becomes

nw 2 2,014 3 v
m ™~ 4 2% (d LA [ doy dv ] v“) (12.10)
-

dr2 c? — dr dr

This equation is known as the Lorentz-Dirac equation. Dirac derived this equation in a very
different way than Lorentz using point particles from the start and conservation of energy-
momentum. A good discussion of this derivation is given in [10, 11]. Before we discuss some of
the solutions of the Lorentz-Dirac equation let us first give some physical meaning to the extra
term in Eq.(12.10). We first write it as

rd dr dr s dt dt

@ dv” B dv, dv” dv,, dv”
dT dt dt

where we reparametrized the motion z#(7) of the particle by the time ¢ in the Lorentz frame
from which we observe the particle and used that dt/dr = (1 — v?/c?)~'/2 = ~. Let us now
calculate the last term more explicitly. the four-velocity has the form (see Eq.(6.17))

v =1(ev)

and therefore
dl ~ (e d’y d’y dv
at ~ ar @ T T

Since

we have
dv 1 dv dv vV o3 dv
o V-
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from which it follows that

dvydv' 90 (L dv\E L dvy y dv)
Odtdt_ 2 2 T

6 2
(-3
c C

v=

V)P 2t (AT (v
2 M7 2 \Va T\
2 2 2
_2 (2, v dv
=7 <c2 <V dt> +(clt))
(Y L (Y e (v
7\ 2 |\V a v\
dv?

=7 <(dt> - C% <v x 62,)2) =B~ (BxB))

where 3 = v/c. We therefore find that

dv, dv¥ 5 . o2 o2
G~ - (8%

If we compare this expression to the formula of the total radiated power P of Eq.(11.18) we see
that

’ dv, d
- 2%(1 —162)3(,6 (B x B)?) = C3 dvr ;T (12.11)
v=0

which gives a explicitly Lorentz invariant description of the radiated power. We can therefore
equivalently write Eq.(12.10) as

dvt n 2¢% d?v* P
mn dr — T 363 dr2 c2v

o

Let us now take the external force to be given by an external electromagnetic field F!';. Then

we can write Eq.(12.10) as
dv _4q d?ot 1 [ dv, dv” |
E v - = —_— 12.12
i <d72 c2 L—o dr dr |° ( )

Also the last term can be written in terms of a reaction force tensor F*” such that

ext

d 1%
i Z (FM + FM )y (12.13)

where
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This is readily checked. We have

3 3

QE FIy fﬁ I

c TV 365 dr2 " Yo dr2?
v=0 v=0

22 L > dv, dv” o d*vH
305( v ;}dT dr te dr?

2q2

3c3

Pt 1 s dvy dv”
dr? c? rt dr dr

which is exactly the last term in Eq.(12.12). The Lorentz-Dirac equation can therefore be written
in the form of Eq.(12.13) which is exactly the Lorentz force law in which the electromagnetic
field tensor now includes a piece F*¥ due to the fields produced by the charge itself. Note to now
our logics has made a circle. In Chapter 6 we assumed that the derivative of the momentum
was proportional to the four-velocity from which we concluded that they were connected by
an anti-symmetric tensor F'**. We then in Chapter 7 constructed the Maxwell equations for
the electromagnetic tensor in terms of the four-current. By solving the Maxwell equations in
Chapter 8 we could in Chapters 9 and 11 derive the Liénard-Wiechert potentials for the fields
produced by moving charges. Using the Poynting vector from the energy-momentum tensor
we then calculated the radiated power by moving particles. We then concluded that since the
particle looses energy and momentum to the emitted field there must be a reaction force back
on the particle. Here we find that this reaction force is described by the reaction field tensor
FF¥. But now we see that due to F*” the change in momentum in Eq.(12.13) is not anymore
linear in the four-velocity since F** depends in a non-linear way on v#. The whole dynamics of
a system of charged particles is still described by our fundamental Eqs.(7.25)-(7.27) What we
have effectively done is to solve Eqs.(7.25) and (7.26) in terms of the four-current and put the
solution into Eq.(7.27) thereby making the Lorentz force law a non-linear equation for the four-
velocity. The coupling of several linear equations therefore leads to rather complicated nonlinear
dynamics.

12.4 Solutions of the Lorentz-Dirac equation

12.4.1 Linear motion

Let us no study some solutions of the Lorentz-Dirac equation. As we will see we will run into a
number of conceptual issues, which we will address at the end of this section. Let us consider
Eq.(12.10) for the case of linear one-dimensional motion. Because of the condition (12.5) we
can always write for motion along the x-axis that the four-velocity v* can be parametrized as

v = (ccoshw(r), csinhw(r),0,0) (12.14)
since then

3
Z v, = —c*(cosh? w(t) — sinh® w(r)) = —c?
pn=0

If we consider the four-velocity in a given Lorentz frame then we have (see Eq.(6.17)) that
v =(c,vx,0,0) (12.15)
where vy is the velocity along the z-axis. By comparison to Eq.(12.14) we can therefore identify
~v = coshw(T)
vx = ctanhw(7) (12.16)



12.4. SOLUTIONS OF THE LORENTZ-DIRAC EQUATION 243

We further have that p p
v w, .
= E(csmhw(r),ccosh w(7),0,0)

and therefore

3 v 2 2
dvy, dv” =2 dw (—sinh? w(7) + cosh? w(r)) = ¢ dw
dr dr

Finally we have that

v dPw, | dw\’ .
i ﬁ(csmhw(r),ccoshw(r),0,0) + (d’]’) (ccoshw(T), esinhw(7),0,0)

If we now insert all this information back into Eq.(12.10) we obtain the equation

dw { sinhw ro 2¢% d?w sinh w
ey < cosh w > o ( F! > * 363 dr2 \ coshw (12.17)
where we assume a force only acting along the x-axis. Now the condition (12.7) on the external

force gives the relation

U1
Vo

Fou + Flv; =0 = F° = ——F"! = tanhw(7)F*

If we further define the function F(7) by
F*(1) = coshw(T)F(7)
then we can write
F = (F° F'0,0) = (sinhw(r)F(r),coshw(r)F(7),0,0)
and Eq.(12.17) attains the simple form

dw 2¢% d?w 1

& ImE dr? mel )
If we further denote
_ 2
07 3
1
= —F 12.18
fr) = —F(r) (12.18)
then we obtain the simple linear differential equation
dw d?w
— — Ty = 12.1
ar 70 a2 J(7) ( 9)

where the constant 7y has the dimension of time. It is not difficult to find a general solution of
this equation. If we write

dw
h(T) = —
(1) ==
The equation is transformed to the first order equation

dh

h(r) = o3 = 1(7)
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We apply the standard method of variation of constants for solving this equation. We first
consider the homogeneous solution f = 0. In this case the general solution is obviously

h(r) = Aew

This is clearly an unphysical solution unless A = 0 as the particle will accelerate exponentially
in time in the absence of any force. We therefore need to take A = 0 for the homogeneous
solution. The remaining particular solution is obtained by variation of constants. We say

h(r) = e g(7)
which inserted back into the differential equation gives

= d
—T9eo ﬁ = f(1)

and which is easily integrated to give
We therefore find that

where g(o) must be determined by a boundary condition. We see that h(7) — oo for 7 — oo
for any force profile unless

0= lim {g(a)l/;dT'e_:t; f(T')} (12.20)

T—00 T0

To prevent again unphysical run-away solutions we have to choose
1 [ g
o) = [ )
70 Jo

and we find that

T
e dw

h(r) = /Oo dr' e % f(r) = X (12.21)

o dr

A further integration then gives

w(T) :w(a)Jri/Tdse% /oodTle_:T;f(T,)

7o

where w(a) is an initial value. Let us apply this to a simple case. We take

f(r) =Xd(r)

i.e. we apply a delta pulse of strength A\ (if you prefer a more physically force you could
approximate this with a sharp Gaussian function for instance). If we insert this force into
Eq.(12.21) we find

dfw:e% /OOdT/ef%)\(S(T’): %eﬁ (1 <0)
dr T Jr 0 (t>0)
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and therefore L
w(r) = w(—o0) +Ae (7 <0)
w(—o0)+ A (7>0)
where the integration constants for 7 > 0 and 7 < 0 are connected by requiring w(7) to be
continuous for 7 = 0. If, for simplicity, we say that the particle has zero velocity for 7 — —o0
then we have the following situation

Wwite )
N

Figure 12.3: Solution for w for a delta pulse force.

The velocity of the particle is given by Eq.(12.16). We therefore observe the strange situation
that the particle starts to move before the delta pulse at 7 = 0 is applied. This phenomena has
been called pre-acceleration and is a strange feature of the Lorentz-Dirac equation. Note that
the time-scale 79 on which this happens is very small. For the case of an electron

70 =0.62 x 10725

The phenomenon could therefore signify the breakdown of a classical regime and indicate the
necessity of a quantum description of the problem. For a discussion see [10].

12.4.2 Harmonic motion and radiation damping

Let us finally discuss the following physical phenomenon Imagine a charge in harmonic motion,
like a pendulum or a spring

[ .
P =4 al-S7
/ ! AN St | vadied o
\ - l/\/\»i‘\j\,‘\.’\/" \ Yaiation
e — — 33
q 3 1 2y
- & YAy

Figure 12.4: Harmonic motion with radiation damping.

If we let the charge oscillate then the particle accelerates and starts to radiate. The particle
looses energy to the radiation field and consequently the oscillatory motion will be damped by
the reaction force. This phenomenon is called radiation damping. Let us see how the Lorentz-
Dirac equation describes this phenomenon. We consider one-dimension motion again and take
for F(7) in Eq.(12.18) the expression

F(r)=—kc /T dr" w(r") (12.22)

where k is a spring constant and a an initial time. This equation represents a relativistic
generalization of the harmonic force equation. Let us check this. In the non-relativistic limit for
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vy < ¢ we have according to Eq.(12.16) that

1
R UG S L (12.23)
C

w = tan
c cdr

in which limit we can also equalize the proper time 7 and the time t in the Lorentz frame. So
the non-relativistic limit becomes

T d

F(r) =~k / dr’ d—x, = —k(x(r) — z(a)) (12.24)
a T

which is the usual harmonic force law. We may imagine other relativistic generalizations of this

force law than (12.22) but this one is one of the simplest and nicely illustrates the phenomenon

of radiation damping. With this choice of the force Eq.(12.19 ) becomes

dw d*w [
E—TOW:—E/G dr 'IU(T)
A subsequent differentiation of this equation then gives

dPw d3w . k 0

— =T+t —w=

dr2 Yar3 T m
If we denote by wy = +/k/m the harmonic frequency and use the Ansatz w = e~*“ then we
find that

—a2—i7'0a‘3—|—w(2):0

The three solutions to this equation are given by

1
ap =w—1iy, ay=-—w-—1y, a3z3=1i(—+2y)

70
where

1 1
w:§\/§(a+—a,)7_—0
7= T0 2 CL+ 4= 3

3 3 1/3
(WOT0)2 1 (ono)z ]. ]. ]. WoTo (w070)2
_ — 4+ — — [ = = -+ — + —+ ...

e > Tar > a7 27 373 T2

These equations imply that w,y > 0. The general solution for w is therefore given by
’LU(T) — Al e—ialT + A2 e—iag*r 4 A3 e—'l:()ég’T

— 67’YT(A1 e*iw'r_FAQ eiwr) +A3 e(%-‘rQ'y)T

In order for w(7) to remain finite for 7 — oo we must have A3 = 0. The general solution can

therefore be written as
w(r) = Ae "7 sin(wt + ¢)

where the amplitude A and phase ¢ are determined by the initial conditions on w and dw/dr.
We therefore observe a damped harmonic motion with damping determined by ~. In the limit

wo < 1/79 it follows that

L,
wRw 7“5‘*’07'0
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and therefore L
w(r) = Ae 2977 gin(weT + @)

For A < 1(vx < ¢) we have v, &~ cw. The frequency 1/ is of the order of 1023 Hz for a single
electron and therefore the approximation wy7y < 1 is a very realistic one for most applications of
electromagnetic theory. The damping rate is therefore in general very small. However, radiation
reaction effects have recently been under active study due to the study of electronic motion in
ultra-intense laser fields [12, 13, 14].

12.5 The Landau-Lifshitz equation

As we have seen the Lorentz-Dirac equation has a number of artificial properties, such as run-
away solutions and pre-acceleration. These undesirable acausal features of the equation can be
traced back to the fact that it contains third order time-derivatives derivatives. One way to turn
the equation into a lower order equation which does not possess any causality probelms been
indicated by Landau and Lifshitz. Let us first write Eq.(12.12) as

dw 2ot 1 [N doy, do?
= Z xtbs 7o < 2 l dr dr ] ”ﬂ> (1225)
v=0

Since 7y is a very small number we may decide to expand the solution in powers of 79. The
zeroth order approximation is simply given by

dv“
dr Z XtV
from which we by differentiation obtain

A2t dF™ dv, 3 (dF™ d
- :i < — vy + Fexg ; )Zq < S éj(’fc ! ZFunextU>

dr? me dr et dr mc dzr  dr
v=0 v,p=

drhy
~ e gt () S R e

v,p

If we insert all these expressions back into Eq.(12.25) we obtain

3
dvt q P
dr ~ mec ext Vvt
v=0
J3%
L (1) S - (1) 5
T | — —y F v F, ToPv, v
0 (mc dxr (%% me ext Vn,ext vp, ext t n
v,p v,p,1)

in which we neglected terms of order 7Z. Using Eq.(12.8) we also could have written this equation
in alternative ways which would only matter to second order in 79. This equation is known as
the Landau-Lifshitz equation [6]. However, the most important thing is that the right hand
side of the equation only depends on velocities and not on their time-derivatives and therefore
cures the a-causal features of the Lorentz-Dirac equation. We may wonder how fundamental
this equation is as we neglected higher order terms in 7. We should, however, keep in mind that
these classical equations are anyway only approximate as we, for instance, neglected quantum
effects. In any case both the Landau-Lifshitz and Lorentz-Dirac equation are subject of current
investigations for electronic motion in intense laser fields [14].
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Chapter 13

Maxwell action and gauge
curvature

13.1 Integration of differential forms

13.1.1 Differential forms and volume
13.1.2 Stokes’ equation
13.1.3 A differential form inner product

13.2 Maxwell action

13.3 Gauge curvature
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Appendix A

Diagonalization of
non-degenerate metric
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Appendix B

Covariant divergence from
exterior calculus

We give here a proof of Eq.(7.61). To do this we have to evaluate xdx on a general p-form w.
Let us first derive a useful formula. From Eq.(3.107) we see that we can write

o 1
67/1.“7/71, = §€i1..~in (Bl)

We will use this formula below. Let us take an arbitrary p-form w

n
w= Z Wiy .., dz A ... Adxtr

i1 <. <ip

Then according to Eq.(3.101) we have

n

T ! Yo VIl e i, d AL A da

F1eeipripatevin

If we now apply the exterior derivative to this expression we find

n

1 ) o . ,
drw=ro D g (V1™ ) ity i, et Adetre A A it

J1 ~~~jp7ip+1~~~in

n
_ 1 6[1..~l'n,—p+1 ) o . 0 \/ﬂ J1---Jp
= | Kipi1...in €1 dpipt1.in ok glw

pn—pln—p+ 1), . = .

licdn—pi1

x da't AL A dxlrort

1

=TT 2 Mg dal A Adator

n

by dn_py1

where the coefficients of the (n — p + 1)-form 1 = d x w are given by

1 = Lyoodp 9 1.7,
Mhnin = = Y1l ) jz:j Opeiyir i Cledninsrin 3k (\/ lg| '7p> (B.2)
iotLoncin
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It remains to act with the x operator on 7. This yields

|9 - ly...1

“n= V S pfdnern de™ A ... da™v
n (TL —p+ 1)!(p_ 1)| n €lydnprimi..my_1 AT €
1..-Mp—1

/ n
|g| Z €l1~~ln—p+1""1-»~7'p—l

(n—p+1!(p—1) M- Anpia

97’1m1 et grp—lmp—l
ll...ln7p+1

mi..Mp—1
T1...Tp—1

X dz™ A .. A dxP !

Vgl 1 <

= g (n _ p + l)l(p _ 1)' Z nll..,ln7p+16[1...ln7p+1’l“1,..’l“p71g’l”1ml c grp,lmp,l

liodn—pia
mi..Mp—1
Tl Tp_1

xdz™ A ... ANdx"Pt

where in the last step we used Eq.(B.1). The only thing that remains is to insert the explicit
form (B.2) into this expression. This gives

sign(g) 1 . Lyood
*d* = 5 : n pl+1
N lgl Pln—p)(n—p+1)i(p—1) 2 Riptiein

Iy dn_py1
mi..Mp—1,T1...Tp—1

kvj1-<~jp7ip+1---in

9 o
. .o . - / J1---J mi Mp—_1
X 6471'“.]plp+1"'Z7L€l1"'ln—p+17'1.‘.Tpfl al’k ( |g| w p) gT1m1 s ngflmpfldx VANV d.'L' p

n

_ sign(g) 1 P -
Yl P!(”—p)!(p—l)!ml...mpgl...rp,lﬁ (\/m“’g ’ )

k’jl‘“jpaiPJrl'“in

. .. . . . mq Mp—1
X €41 o it enin Chipit it dp_1 Irimy -+ Grp_ymp_ AT F AL A d
n

_ sign(g) (=1)P-D 9 .
P, L, o (V)

k,j1.--Jpyipt1--in

S . ) . my Mp—1
X €51 cipiptiein€hr1orp_1ips1..inGrimy - - 'ng71mp71dx A ANdx

(B.3)

where in the last step we shifted n — p indices over p — 1 positions. If we now use that

n

kri..rp—
E . . . . P —n)! 1eTp—1
6]1---]p7fp+1~-7fn€k7'1-<-Tp711p+1~--7fn - (n p)éjljp

it
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we find
sign(g) (=1~ PP Z” Frveryy O .
*xd*xw = (5 R 7(1/|g|w]1'“-7p)
V |g| p'(p - 1)' M1...Mp_1,T1...Tp—1 Ji--dp 3xk
kvjl---jp

X Grimy « - Grp_1mp_ AT AL A AP

i —1)(n=p)(p—1) n B
= Slgn(g) ( 1) Z @ ( |g‘wkr1...rp—1)

V |g| (pi 1)! mi..Mp—1

k,ri..rp_1

mi Mp—1
X Grimy - -+ Grp_1mp_q dx AL ANdx™
n

T > rd Wy AL A A (B.4)

mi...Mp_1

where we defined

sign _ n 0 A
(ke d kY, = 2 (9)(_1)n<p vy ook (,/|g|wk Lo pfl)ghml,.,grpflmpfl

v |g| k,ri..rp_1

where we used that (—1)P(P~1) = 1. This expression is equivalent to Eq.(7.61).
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