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The unavoidable presence of particle radiation in space and on the ground combined with constantly evolving technology necessitates a deep understanding of the basic mechanisms underlying radiation effects in materials and electronic devices.

This thesis provides an overview of the different radiation environments, with a review of the interaction mechanisms between energetic particles and matter. In this work a new semi-empirical model for estimating the electronic stopping force of solids for heavy ions is introduced. Radiation effects occurring in microelectronics due to particle radiation are also discussed with a brief introduction to radiation hardness assurance (RHA) testing of electronics.

The thesis introduces the RADiation Effects Facility (RADEF) of the Accelerator Laboratory in University of Jyväskylä and its utilization in the RHA testing.

The experimental part of this thesis consists of data concerning the electronic stopping force of silicon for heavy ions, and heavy-ion induced charge yield in silicon dioxide. For the stopping force measurements a new method called B–TOF was developed and utilized, the details of which are given in this thesis. The stopping force data are used for parameterization of the developed semi-empirical model, which in turn is the basis for a stopping force prediction code. This code is being used by the European Space Agency in its heavy-ion irradiation facilities.

Both of the experimental sections include previously unpublished results, which will improve knowledge of the interactions of energetic particles in bulk materials and electronic devices.
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Introduction

Our world is filled and surrounded with microelectronics and increasing amount is being launched to space all the time. According to Ref. [1] there is more than 900 active satellites orbiting the Earth. Also, there are several man-made vehicles deeper in space. Obviously, all these are carrying varying amount of electronics on board. From the electronics point of view the radiation environment, where these systems need to operate, is far more hostile compared to the ground level. The first anomalies in satellite electronics due to galactic cosmic rays were reported in 1975[2]. Ever since there have been numerous failures observed in space projects due to radiation. The latest major incident being the loss of the Russian Phobos-Ground (Фобос-Грунт) mission, which occurred in January 2012 allegedly because of cosmic radiation.

The radiation effects are not entirely restricted to space. Already in 1976, the bit errors in the computers used in Los Alamos National Laboratory, US, were proven to be caused by atmospheric neutrons [3]. Also these effects have been demonstrated to occur in avionics [4]. In addition to this, authors in Ref. [5] suggest that the future state-of-the-art devices, produced with the modern deep-sub-micron technologies, are expected to be susceptible to errors induced by muons from the cosmic ray showers. Of course, at ground level there are also places such as, nuclear power plants and particle accelerators (e.g. LHC at CERN) with very high radiation levels and where electronics is used and their radiation durability needs to be assured.

Interactions between radiation and matter have been realized ever since the first forms of radiation were recognized. The radiation effects in electronics were first thought to be either total ionizing or displacement damage effects until beginning of the 60’s. In 1962, Wallmark and Marcus in Ref. [6] gave the first predictions on the increase in the probability of failures in electronics due to cosmic ray ionization with technological evolution. The increasing reliance on electronics in our everyday life (communication, national and international security, traveling, etc.) combined with the technological evolution towards the nano-scale, make us vulnerable in case of failures. The cosmic radiation is a natural process which cannot be avoided, not even at ground level, but the radiation effects can be mitigated. For this, the knowledge on the interactions between radiation and matter, and the mechanisms how the electronics are affected, is crucial.

This thesis will try to unfold some of the physical mechanisms involved in the
heavy-ion interactions with matter, and the effects of energetic heavy ions in silicon based materials and devices. As the vast majority of electronics are based on silicon technology, the obvious choice of material under study was silicon. The experimental focus in this work is in the *stopping force* of silicon for various heavy ions. In addition to this, the *charge yield* of heavy-ion induced ionization in silicon dioxide was also experimentally defined, namely using *Metal-Oxide-Semiconductor-Field-Effect-Transistors* (MOSFET) as the test vehicles.

The thesis has been outlined as the following. First an introductory is given on particle radiation environments, discussing about the space radiation environments, and the sources of particle radiation existing on Earth. The second part is dedicated to describe the interactions between energetic particles and matter, mainly focusing on the theory of electronic stopping force. This part introduces a new semi-empirical stopping force model developed in this work. The effects induced by particle radiation in electronic devices are discussed in Chapter 3, consisting of e.g. consideration of the applicability of the *Linear Energy Transfer* as the metric for radiation damage in electronics. Discussion on the main principles of *Radiation Hardness Assurance testing* (RHA) of electronics is presented in Chapter 4. There is also a detailed introduction on the utilization of the RADiation Effects Facility (RADEF) in RHA testing at the Accelerator Laboratory of the University of Jyväskylä. In Chapter 5, the description of the experimental part of this work is given with detailed information on the methods and the set-ups which were used, and results obtained. The experimental part consists of two different investigations:

1. Electronic stopping force measurements for heavy ions in silicon using an updated measuring concept.

2. Heavy-ion induced charge yield in SiO$_2$.

Both of the experimental parts contain previously unpublished results. Finally Chapter 6 summarizes the work and discusses briefly about the outlook.
1 Particle radiation environments

In this chapter the different sources of particle radiation are briefly discussed. The primary focus is in the space radiation environment, but also the radiation sources at ground level are introduced.

1.1 The Space

The shortage of medium in space enables energetic particles to travel great distances without scattering, i.e. without energy losses. In outer space, away from any radiation sources (i.e. stars) or planets with magnetic fields, the amount of particle radiation is very small. In the vicinity of the Sun and the Earth, the particle radiation is non-negligible. In this work the space radiation environment is considered to prevail in the region reaching from the Sun to the upper atmosphere of the Earth. This region of space consists of three major sources of particle radiation: (1) the Sun, (2) trapped particles in the Earth’s magnetic field and (3) Galactic Cosmic Rays (GCR). These are discussed in the following. Also monitoring and forecasting of the space weather and its implications for our everyday life are briefly viewed.

1.1.1 The Sun

Of all the particle radiation sources in the vicinity of the Earth, the Sun is the most remarkable. The vast majority of the particle radiation, which is present in the interplanetary space near Earth or is trapped in the Earth’s magnetosphere, is of solar origin. The regular flow of energy from the Sun is called the solar wind. In addition to electro-magnetic radiation, the solar wind is mostly consisting of high energy electrons and protons. In the solar wind, the particle plasma travels through space with an average velocity of approximately 400 km/s, and the average proton densities, in absence of any major solar events (see Section 1.1.1.2), are in the order of 1–10 protons/cm$^3$ [7]. This yields to average proton fluxes of $4 - 40 \cdot 10^7$ cm$^{-2}$s$^{-1}$.

1.1.1.1 Sunspot cycle

The Sun’s activity has been observed to have periodicity of approximately 11 years, which is called the solar cycle. The activity of the Sun is closely related with the
number of sunspots observed in the Sun’s surface. The first European observations of the sunspots were done in the 17th century, but the daily records were started in 1749 [8]. There is some scarce records available, dating back to year 1610. The counting of these cycles was started in 1760’s, when the occurrence of the first official full cycle has been agreed. Thus, now in 2012 the 24th cycle is ongoing. The monthly average of the sunspot number from Ref. [8], is presented in Fig. 1.1 with data from Refs. [9–11] for the Total Solar Irradiance (TSI). The value of TSI gives the total irradiated power by the Sun in units of W/m², estimated at the distance of 1 Astronomical Unit (A.U.) from the Sun, which essentially equals the Sun-to-Earth distance[12]. The “11-year” periodicity as well as the correlation between the Sun’s activity and sunspot number are clearly seen in the inset figure.
1.1.1.2 Solar flares and Coronal Mass Ejections

Apart from the solar cycle discussed above, there are very unpredictable phenomena occurring in the Sun. Occasionally interactions between the hot plasma and the magnetic fields on the surface of the Sun create conditions, where huge amounts of plasma are ejected. These eruptions are called the solar flares. The real massive solar flares are called the Coronal Mass Ejections (CMEs). The CMEs are orders of magnitude larger compared to regular solar flares. In a CME event, a huge part of the Sun’s corona explodes and is ejected from the Sun with velocities up to thousands of km/s, consisting of matter up to $10^{10}$ metric tons [14].

The solar flares mainly consists of electrons and protons, but there is also heavier ions, such as oxygen and iron, present in the shockwaves. In Fig. 1.2 the average particle fluxes in the solar wind for oxygen and iron ions are presented as they have been measured by the Solar Isotope Spectrometer[15] on the Advanced Composition Explorer spacecraft[13]. These data are available online at Ref. [7]. The graph presents the data taken between two solar maxima around years 2001 and 2012. In the graph
the solar activity is presented by the monthly averaged sunspot number from Ref. [8]. The data clearly demonstrates the increased occurrence of bursts in the heavy-ion fluxes during the high activity season of the Sun. The variability in the ion fluxes is more easily observed in the inset graph. The observed peaks are associated with solar flares, and the highest ones are due to the CMEs. Although, the amount of heavier ions in CMEs is much lower compared to that of even the constant solar wind protons or electrons, they can cause problems in the electronics more easily due to their higher ability to ionize matter (i.e. stopping force). More discussion on the particle–matter interactions in materials and particle induced effects in electronics is presented in Chapters 2 and 3.

1.1.2 Trapped particles – Van Allen belts

The Earth’s magnetic field prohibits energetic charged particles to reach directly the Earth’s surface. On the other hand, part of the charged particles are trapped in the magnetosphere, thus constituting regions with high radiation fields known as the Van Allen belts[16]. These belts are mostly consisting of energetic protons and electrons. There are two distinct regions called the inner- and the outer belt, or zone. The inner belt is typically referred to as the proton belt and the outer one as the electron belt, because these regions are mainly occupied by these particles.

1.1.2.1 South Atlantic Anomaly

The Earth’s invariably moving magnetic dip poles (North pole: 85.01°N, 132.66°W, South pole: 64.43°S, 137.32°E [17]) diverge from the geographical poles. In addition to this, the magnetic dip poles are not antipodal\(^1\), on the contrary to the geographical poles which are antipodal by definition[17]. This misalignment causes eccentricity in the Van Allen belts in respect to the Earth’s surface. Hence there is an increased amount of energetic particles reaching very low altitudes in the South Atlantic region east from Brazil. This region is called the South Atlantic Anomaly (SAA). The SAA is illustrated in the Fig. 1.3, where the fluxes of >100 MeV protons and >5 MeV electrons at altitude of 500 km are presented as taken from Ref. [18]. One should note that in this figure the SAA region is consisting only of protons at these given energies. The SAA exposes high altitude aircrafts to higher radiation levels compared to other regions around the globe. Moreover, the SAA poses a severe threat to satellites orbiting the Earth.

\(^1\)straight line drawn between these two poles does not cross the center of the Earth
1.1.3 Galactic cosmic rays

The satellites, which are orbiting the Earth e.g. in Low Earth Orbit (LEO)\textsuperscript{2} below the Van Allen belts, are experiencing relative stable and low radiation fields with occasional disruptions by high solar activity (i.e. solar flares and CMEs, see 1.1.1.2). On the other hand, the radiation environment outside the radiation belts is much more irregular and prone to variations by the solar activity. Nevertheless, if the solar contribution in the radiation environment is taken aside, there is a relatively constant flow of heavy particles at very high energies. These particles are called the Galactic Cosmic Rays (GCR), as they are supposedly originating from supernovae explosions in other galaxies. Their energies can reach up to several hundreds of GeV/u. By using the \textit{CREME-code}\textsuperscript{3}, available online at Ref. [22], the radiation environment due to GCRs can be estimated. Estimations for environments in the Geostationary Earth Orbit (GEO)\textsuperscript{4} or near Earth interplanetary space, are presented in Fig. 1.4. These

\textsuperscript{2}LEO is referred to as the orbits reaching from few hundreds up to few thousands of kilometers above the Earth’s surface.

\textsuperscript{3}CREME stands for \textit{Cosmic Ray Effects on MicroElectronics}. The basis of the CREME-code is presented in Ref. [21].

\textsuperscript{4}GEO is a circular orbit approximately 36 000 km above the Earth’s equator.
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Figure 1.4: Differential flux of selected galactic cosmic ray particles after 2.54 mm of aluminum as a function of energy per nucleon in GEO or near Earth interplanetary space during the solar minimum (solid line) and the solar maximum (dashed line). Data are taken from [22].

Regions are generally considered to be less influenced by the Earth’s magnetic field. In the graph the differential fluxes of selected GCR particles are given as a function of energy per nucleon. The fluxes are defined after 2.54 mm of aluminum, which is considered to be typical shielding thickness (and material) in spacecrafts. The selected particles are: proton, alpha, carbon, silicon and nickel. The particle fluxes are plotted according to the estimations for solar minimum and maximum. The difference in the spectra, presented in Fig. 1.4, between the solar maximum and minimum is likely due to the magnetic field variations in the Sun with its activity. High solar activity during the solar maximum gives rise to higher solar magnetic fields, and thus GCRs at low energies are deflected.

In GCRs, protons are the most abundant, which is readily seen in Fig. 1.4. The same is illustrated in Fig. 1.5, where the relative abundances of particle species are presented as a function of atomic number. This graph shows the rapid drop in the particles with atomic numbers above iron ($Z \sim 26$). This is due to the maximum in the nuclear binding energy for the atomic masses around $A = 60$. This results in a maximum of the electronic stopping force of silicon for GCRs to be approximately 30 MeV/(mg/cm$^2$). More discussion of the electronic stopping, and the radiation ef-
Figure 1.5: Relative abundance of different ion species in galactic cosmic rays as a function of atomic number at energies $\sim 2$ GeV/u. Data are taken from [22].

1.1.4 Space weather

The space radiation environment, the space weather, is constantly monitored by various dedicated satellite systems, such as the Geostationary Operational Environmental Satellites (GOES) and the Solar and Heliospheric Observatory (SOHO). For instance, the Space Weather Prediction Center (SWPC), uphold by the National Oceanic and Atmospheric Administration (NOAA), provides a service for real-time monitoring and forecasting of space environment. Their webpages can be found at http://www.swpc.noaa.gov/. The online information about the status of the space radiation environment is crucial for modern satellite systems and also in some extent for the electronic and electrical systems on ground. The solar flares are not only a threat to the spacecrafts, but in case of intense flares (CMEs) the geomagnetically induced currents (GIC) in Earth can affect also power grids, telecommunication networks, pipelines and railways. The GICs and their effect in the powerlines in Finland has been discussed in Ref. [23]. The solar flares also increase the radiation levels in the atmosphere due to the increase in trapped particles in the Van Allen belts. The
well known and easily observable indication of increased atmospheric radiation is the *northern lights* also known as the *Aurora Borealis*. They are caused by the collisions of the energetic particles with the atmospheric atoms.

### 1.2 Atmospheric and ground level radiation

Particle radiation is not restricted only to space. At ground level and at high altitudes there exists both natural and man-made particle radiation. Despite the lower radiation levels compared to the space environment, especially in case of natural sources, the electronics has been shown to be affected by the radiation also in these regions. This section gives a brief introduction to the radiation sources existing at the ground level and in the Earth’s atmosphere. First presenting a discussion on the natural sources, followed by a short contemplation of the artificial sources.

#### 1.2.1 Cosmic rays

Although, the Earth’s magnetic field deflects majority of the particle radiation coming from space, there is still a continuous shower of energetic particles present at high altitudes and even at ground level due to the GCRs and the solar activity. The atmospheric radiation was shown to increase with altitude already hundred years ago by Victor Hess, who also proved the radiation to be mostly of cosmic origin [24].

The probabilities for the primary cosmic ray particles (protons and heavy ions) themselves to penetrate the atmosphere are extremely low, but as they interact with atoms in the upper atmosphere they create secondary particles, such as *neutrons* and *muons*. These secondaries interact relatively weakly with matter and they are able to reach ground level and in some extent even penetrate into the Earth. Neutrons, as they are neutral particles, do not interact with matter via Coulomb forces and thus no primary ionization is produced by them. In turn, neutrons can indirectly produce ionizing effects via scattering with nuclei, elastically or inelastically. See more details in Chapter 2.

Already in 1979 Ziegler and Lanford in Ref. [25] suggested that the anomalous soft errors observed in *random-access-memories* (RAM) were caused by *atmospheric-neutrons*. They also predicted this effect, at that time considered quite minute, to become more pronounced in the future along with the technological evolution. In his review in Ref. [26], Normand discussed the impact of the two papers, Refs. [25, 27], to the activities of the electronics industry. Normand criticized that the susceptibility
of electronics to errors induced by atmospheric neutrons remained publicly unrecognized. Even though the vendors (e.g. IBM[28]) made extensive studies about the subject early on, they published the results much later. Normand’s paper presents several examples of soft error observations in memories and explains them with the atmospheric neutrons. The impact of atmospheric neutrons on scaled technologies has been discussed recently by Ibe et al. in Ref. [29], where based on their simulations they confirm Ziegler’s postulate that the effect becomes more pronounced along with the technology scaling. Some anecdotal suggestions have been made by representatives from electronics industry about the increasing possibility of cosmic rays causing failures in the evolving automotive electronics if not taken into account in the design [30]. This aspect is also discussed in Ref. [31, and references therein].

Obviously, the atmospheric radiation is more of a problem in avionics. After the solar flare occurred in late January 2012 (see the inset of Fig. 1.2), several airlines were forced to divert their flights from the polar routes due to increased radiation in the atmosphere[32]. The effects of cosmic rays on avionics has been discussed e.g. in Refs. [4, 33].

Apart from neutrinos, muons are the most abundant of the cosmic ray secondaries present on the ground[34]. Muon is a charged particle with the same charge as electron, and mass corresponding approximately 200 times the electron mass. The first results on muon-induced errors in microelectronics was published by Sierawski et al.[5], where artificially produced muon beam was used. Their results suggest that muons are not capable to cause problems in electronics manufactured by using the latest technologies (65 nm or 45 nm). However, they predicted the susceptibility to become higher in the future technologies.

1.2.2 Radionuclides in the soil

Although silicon is the second most abundant element (by weight) in the Earth’s crust [35], the use of this excellent metalloid in semiconductor industry has exhibited some unexpected problems in the past. There are traces of radioactive elements present everywhere in the soil. Thus all bulk of materials contain small traces of radioactive particles even after refinement. The most concern is of U-238 and Th-232, and their radioactive daughter nuclides, such as Rn-220 and Rn-222.

Already in 1979, May and Woods reported in Ref. [27] that alpha particles emitted from the packaging materials were causing soft errors in random-access-memories (RAM) and charge-coupled-devices (CCD) (see more about soft errors in Section
It was shown that the packages, used at that time, contained these radioactive elements in the order of some parts-per-million. In 1982, also the metalization within the devices was demonstrated to be a possible source of radioactivity \cite{36}. After these findings the reduction of these radiation sources and mitigation of their effects has been done typically by controlling the purity of the materials and/or error-detection-and-correction (EDAC) applied on the devices. In addition, protective coatings on the device surface have been introduced in order to minimize the problem \cite{37}. But, not only these “auxiliary” materials are posing the threat. Even after the refining chain of silicon there is always some traces (\sim parts-per-billion) of these unwanted radioactive residues present in the devices, which in turn have also demonstrated to cause soft errors in modern memories \cite{38, and references therein}.

Radon is a well-known perpetrator when considering health issues. Recent study presented in Ref. \cite{39} has shown very little concern of ambient radon to induce errors in microelectronics via diffusion through the packaging. Nevertheless, while being an inert atom, Rn can diffuse into materials. Also its daughter nuclides, usually positively charged ions, can adhere to surfaces \cite{40}. These radioactive elements has to be taken into account in devices with bare dies such as particle detectors. For example after storing a Micro-Channel Plate (MCP) in ambient conditions, the accumulated radioactive residues, although very small amounts, in the device surface and its pores can cause problems when taking the detector in use. Typically after ambient storage, a MCP requires few days of waiting in vacuum before full operation voltage (\sim few kV) can be applied. This is partly due to possible high ionization events induced by alpha-particles in the Rn decay chain, which could damage the detector.

These problems, caused by the radioactive residues, are nearly impossible to avoid completely. Only very strict control of the used materials and sufficient EDAC techniques are effective in assuring the tolerance against these radiation sources.

## 1.2.3 Thermal neutrons

Eventually, part of the secondary neutrons, produced by either aforementioned cosmic rays or decay processes of radionuclides in the soil, lose their energy and become thermalized. These so called thermal neutrons have average kinetic energy of \sim 25 meV, which equals the most probable energy for a free particle at room temperature (\sim 290 K). It was discovered by Fermi \textit{et al.} (see Ref. \cite{41, and references therein}) that slow neutrons are more effectively interacting with matter than high energy ones. Thermal neutrons can initiate nuclear reactions, if they are captured by target nuclei.
Depending on the target atom, the reaction products can be either gamma or particle radiation. In case of particle radiation, especially with fission products, the effect of ionization becomes substantial and gives rise to problems in electronics. The most notorious example of this is the neutron induced fission in boron-10 described by

\[ ^{10}_5\text{B} + ^1_0\text{n} \rightarrow ^7_3\text{Li} + ^4_2\text{He} + \gamma. \]

This neutron capture in \(^{10}\text{B}\) has a exceptionally high cross-section in comparison to other materials. It has been shown, in Ref. [42], to be a considerable source of errors in Static-Random-Access-Memories (SRAM). Due to the high fluxes of low energy neutrons and their high penetration capability, the only way to mitigate this problem is to avoid using \(^{10}\text{B}\) in the devices. Boron is very widely used dopant in semiconductors and also present in the borophosphosilicate glass (BPSG) commonly used as an insulator in standard manufacturing processes. Although, naturally \(^{11}\text{B}\) is the most abundant (\(\sim 80\%\)) boron isotope, the used boron has to be carefully refined in order to minimize the problems caused by thermal neutrons.

### 1.2.4 Artificial radiation sources

In addition to the natural sources, there is plentiful of man-made radiation present in the ground-level. This can be either used in testing of the radiation sensitivity in electronics, or it can unintentionally cause problems in the electronic systems. A list of the selected man-made radiation sources is given below.

- accelerators, e.g. cyclotrons (heavy ions, protons, neutrons, electrons), synchrotrons (x-rays), x-ray tubes
- lasers
- enriched radionuclides (photons, electrons, neutrons, protons, heavy ions)
- nuclear power plant (photons, neutrons)
- nuclear weapons (e.g. Operation Dominic [43, 44])

In the list above the main focus points of this work are in boldface. Extra care has to be taken of electronic systems used in the vicinity of these artificial radiation sources in order to assure their operation. E.g. in nuclear power plants or accelerators, such as the Large Hadron Collider at CERN, the failures in the electronics has to be minimized. The radiation sensitivity of used electronics has to be either tested, or electronics need to be manufactured Radiation Hard (RadHard). The utilization of
accelerators, namely cyclotrons, and enriched radionuclides in the radiation-effects testing of electronics is discussed in Section 4.
2 Energetic charged particles and matter

While an energetic charged particle traverses matter it loses energy via different mechanisms. A simple illustration of energy loss is given in Fig. 2.1, where an ion with initial energy of $E$ penetrates a slab of material with a thickness of $\Delta x$. The final energy of the ion is $E - \Delta E$. If the thickness is considered as infinitesimal, $dx$, the energy loss $\Delta E \rightarrow dE$. From this the total stopping force is defined as

$$-\left.\frac{dE}{dx}\right|_{\text{total}} = \sum_i -\left.\frac{dE}{dx}\right|_i,$$

(2.1)

where $i$ denote the different energy loss mechanisms according to [45], and which are listed below:

1. Excitation and ionization of target atoms
2. Projectile excitation and ionization
3. Electron capture
4. Recoil loss (‘nuclear stopping’)
5. Electromagnetic radiation

Additionally part of the energy loss can also go to the following reactions:

6. Nuclear reactions
7. Chemical reactions

As in this work primarily the interactions between heavy ions and matter are considered at energies of hundreds of keV/u to tens of MeV/u, the mechanisms 1–4 are the most interesting ones. Moreover, this chapter concentrates on mechanisms 1 and 2 as they constitute most of the electronic energy loss, which dominate above all others in the energy ranges and ion species studied in this work. The nuclear reactions (6) are discussed, as there is evidence of their contribution in the errors observed in modern electronics. Also the nuclear stopping (4.) is briefly introduced.

Particle radiation can change the physical properties of the target material temporarily or permanently. Usually ionizing radiation (processes 1–3) is considered to be non-destructive as it is mainly breaking the covalent bonds in the target material. Depending on the material, these broken bonds are self-reassembled immediately after
their creation or they can be fixed by high temperature anneal. In reality, heavy ions also create permanent changes in the target. This is, in one hand, due to the high density of ionization caused by the high-Z ions, which induces material modification. On the other hand, energetic target recoils, due to the nuclear stopping (4), may rearrange the atomic structure of the target. In some cases, depending on their nature, these atomic defects can also be repaired by high temperature annealing. More discussion on the effects of energetic heavy ions in materials and electronic devices is presented in Section 3.

2.1 Stopping nomenclature

Before proceeding, the terminology of the energy loss used in this work will be clarified. Officially the energy loss of an ion in matter is called the *stopping power*. In the past there has been intensive discussions on the terminology, whether the term *stopping power* should be replaced by *stopping force* [46]. In this work the term *stopping force*, or simply *stopping*, is used.
2.2 General theories for electronic stopping

When considering the mean energy loss per unit length for a projectile due to the collisions with target electrons (i.e. electronic stopping force), it is generally written:

$$\frac{-dE}{dx}_{\text{elec}} = N Z_2 S$$

$$= \frac{1}{4\pi\epsilon_0} \frac{Z_1^2 e^4}{m_e v^2} N Z_2 L$$

$$= 3.0705 \cdot 10^{-4} \frac{Z_1^2 Z_2}{A_2 \beta^2} L,$$  \hspace{1cm} (2.2)

where

- $Z_{1,2}$ are the atomic numbers for the projectile (1) and target (2),
- $A_2$ is the mass number of the target atom,
- $N$ is the atomic density of the target material,
- $v$ is the velocity of the projectile,
- $S$ is electronic stopping cross-section in units of $[\text{energy} \times \text{area}]$,
- $e$ and $m_e$ are the elementary charge and the electron rest mass, respectively,
- $\epsilon_0$ is the vacuum permittivity, and
- $L$ is the theory dependent dimensionless stopping number (see below).

Furthermore, $\beta = v/c$, and $c$ is the speed of light in vacuum. The electronic stopping force in Eq. (2.2) is given in units of MeV/(mg/cm$^2$). Sophisticated reader might notice that this is the unit for mass stopping force and not for stopping force (MeV/µm). Let’s clarify here that in this work the concepts of mass stopping force and stopping force are used interchangeably, although technically there is a difference. Strictly speaking, the mass stopping force is the stopping force divided by the density of the target material (i.e. $-\frac{1}{\rho} \frac{dE}{dx}$).

In the next sections the fundamental stopping theories by Bohr, Bethe, and Bloch are introduced. Also description of a semi-empirical model developed in this work is given below.

2.2.1 Bohr’s classical theory

In 1913 Niels Bohr formulated his original theory on the decrease of velocity of moving electrified particles on passing through matter\cite{47}, which he afterwards revised in Refs. \cite{48, 49}. In this theory the energy loss of an ion is considered by means of
classical conservation laws of energy and momentum. The next treatment is adopted from the Bohr’s original works and the work done by Sigmund in Refs. [45, 50]. The Bohr’s model is approximately valid for velocities

$$\beta < 2Z_1\alpha,$$

(2.3)

where $\alpha \sim \frac{1}{137}$ is the fine structure constant. The lower limit is set by $\beta \gg \alpha$. We can see that in our case (i.e. heavy ions with $Z_1$ ranging from 7 up to 54, in the energy range from 100 keV/u to 10 MeV/u, corresponding $\beta$ values of $\sim 0.015$ and $\sim 0.15$, respectively), these two criteria are nearly fulfilled. Only N-ions ($Z_1 = 7$) violate the limit set by Eq. (2.3) at the highest energies (see more in Section 5.1.3).

In the classical picture the target electrons are treated as harmonic oscillators with resonance frequencies of $\omega_i$. The collisions are considered as elastic. The energy transfer is a function of the impact parameter, $p$. The impact parameter is the closest distance between initial projected path of the projectile, and the electron. In this case the electron is assumed stationary, and the path of the projectile as a straight line during the collision event. The impact parameter in a collision is illustrated in Fig. 2.2. First we define the collision diameter

$$b = \frac{1}{4\pi}\frac{2e^2Z_1}{m_0v^2},$$

(2.4)

where $m_0 = \frac{M_1m_e}{M_1+m_e}$ is the reduced mass, which in case of $M_1 \gg m_e \Rightarrow m_0 \approx m_e$. $M_1$ is the mass of the projectile. The energy loss of an ion in a single collision with an electron is divided in two parts close and distant collisions. The division in these two regions is chosen at $p = p_0$. In the close collisions (i.e. $0 < p < p_0$) the energy transfer is assumed to be much higher than the electron binding energy, $h\omega_i$, and the electron is considered as free. The dependence of electron scattering angle, $\phi_2$, on the impact
parameter has been derived from the *Rutherford scattering*, and the conservation laws of momentum and energy, which give

\[ \tan \phi_2 = \frac{2p}{b}. \] (2.5)

On the other hand, it can be expressed in terms of energy transfer, \( T \), by

\[ \cos \phi_2 = \sqrt{\frac{T}{\Gamma E_k}} \] (2.6)

where \( E_k = \frac{1}{2} M_1 v^2 \) is the kinetic energy of the projectile and \( \Gamma = \frac{4 M_1 m_e}{(M_1 + m_e)^2} \) is the energy transfer efficiency. From the Eqs.(2.5) and (2.6) the energy transfer in close collisions can be defined as the following

\[ T_{\text{close}}(p) = \Gamma E_k \left( \frac{b}{2p} \right)^2 \frac{1}{1 + \left( \frac{b}{2p} \right)^2}, \quad 0 < p < p_0. \] (2.7)

For heavy ions, where \( M_1 \gg m_e, \Gamma \approx \frac{4 m_e}{M_1} \), the maximum energy transfer at \( p = 0 \) is

\[ T_{\text{max}} = \Gamma E_k = 2 m_e v^2. \] (2.8)

Since the *stopping cross-section* is defined as

\[ S = \int 2\pi p dp T, \] (2.9)

and by introducing Eq.(2.8) into Eq. (2.7), we get

\[ S_{\text{close}} = \int_0^{p_0} 2\pi p dp T_{\text{close}}(p) = m_e v^2 \pi b^2 \frac{1}{2} \ln \left[ 1 + \left( \frac{2p_0}{b} \right)^2 \right]. \] (2.10)

In case of distant collisions the electrons are considered as the above mentioned harmonic oscillators. The treatment is far more complicated compared to the close collisions, and only the result is described in the following. The energy transfer in the distant collisions is described by

\[ T_{\text{dist}}(p, \omega_i) = \Gamma E_k \left( \frac{b}{2p} \right)^2 \left[ \frac{\omega_i p}{v} K_0 \left( \frac{\omega_i p}{v} \right)^2 \right] + \left[ \frac{\omega_i p}{v} K_1 \left( \frac{\omega_i p}{v} \right)^2 \right], \quad p > p_0. \] (2.11)
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where $K_n$ are the modified Bessel functions$^1$. The complete derivation of the Eq. (2.11) is presented in [50]. Introduction of Eq. (2.11) into Eq. (2.9) gives

$$S_{dist}(\zeta_i) = \int_{p_0}^{\infty} 2\pi p \, dp \, T_{dist}(p) = m_e v^2 \pi b^2 \zeta_0 K_0(\zeta_0) K_1(\zeta_0) \simeq m_e v^2 \pi b^2 \ln \left( \frac{2e^{-\gamma}}{\zeta_0} \right),$$

(2.12)

where $\zeta_0 = \frac{\omega_i p_0}{v}$ and $\gamma = 0.5772 \ldots$ $^3$. By introducing a dimensionless parameter $\xi_i = \frac{2v}{b\omega_i}$ the total electronic stopping cross-section can be written

$$S_{total}(\xi_i) = S_{close} + S_{dist} = \frac{1}{4\pi \epsilon_0^2} \frac{e^2 Z_i^2}{m_e v^2} \left[ \frac{1}{2} \ln \left( 1 + \zeta_0^2 \xi_i^2 \right) + \ln \left( \frac{2e^{-\gamma}}{\zeta_0} \right) \right].$$

(2.13)

Now we have derived the stopping number for the classical Bohr’s theory as

$$L_{Bohr}(\xi_i) = \frac{1}{2} \ln \left( 1 + \zeta_0^2 \xi_i^2 \right) + \ln \left( \frac{C}{\zeta_0} \right),$$

(2.14)

where $C = 2e^{-\gamma} \simeq 1.1229$. At values $\xi_i \gg 1$ Eq. (2.14) approaches

$$L_{Bohr}(\xi_i) \simeq \ln (C \xi_i),$$

(2.15)

which is the familiar expression for the Bohr’s stopping number. Now summing over all electrons in the target atom we get

$$L_{Bohr} = \sum_i f_i \ln (C \xi_i) = \ln C \xi,$$

(2.16)

where $f_i$ is the weighting factor$^4$ corresponding an individual electron. We can write,

$$\xi = \frac{m_e v^3}{Z_i I \alpha c},$$

(2.17)

where $I = \hbar \omega_0$ is the material dependent mean excitation energy corresponding the mean frequency. In this work the focus is in silicon target, thus in the calculations value of $I = 173$ eV, taken from page 39 in Ref. [45], is used if not stated otherwise.

There is a drawback in Eq. (2.16) at low projectile velocities, i.e. $\xi \leq 1/C \Rightarrow L_{bohr} \leq 0$. 

$^1K_n(x) = \int_0^\infty \exp[-x \cosh(t)] \cosh(nt) dt$

$^2$Product of Bessel functions can be expressed by its series expansion and only taking into account the leading term, i.e. $xK_0(x)K_1(x) = \ln \left( \frac{2e^{-\gamma}}{x} \right) + O[x^2] \simeq \ln \left( \frac{2e^{-\gamma}}{x} \right)$

$^3$\(\gamma\) is the Euler-Mascheroni constant usually known as the Euler’s constant (not to be confused with the Euler’s number $e = 2.71828 \ldots$)

$^4\sum_i f_i = 1$
This flaw can be solved by making an *educated guess* for the integration limit, \( p_0 = \frac{Cv}{\omega_i} \) (\( \Leftrightarrow \zeta_0 = C \)), in Eq. (2.10). This limit is in fact very close to the Bohr’s adiabatic radius, which typically is given \( \sim \frac{v}{\omega_i} \). By using this selection the Eq. (2.16) reduces to

\[
L'_{\text{Bohr}} = \frac{1}{2} \ln \left[ 1 + (C \xi)^2 \right],
\]

which is exactly the same expression as presented in Ref. [45], where the derivation has been made from the works of Lindhard and Sørensen in Ref. [51]. The selection of the integration limit, done above, gives the impression that the energy transfer in distant collisions would be zero (i.e. \( T_{\text{dist}} \sim 0 \)), which is not true.

### 2.2.2 Bethe’s quantal stopping theory

Probably the most widely known and used notation for the electronic stopping force is the Bethe formula, where the stopping number is

\[
L_{\text{Bethe}} = \ln \frac{2m_e v^2}{\hbar \omega_0}.
\]

This equation is based on the quantum mechanical treatment of the interaction between the projectile and the target electrons. It should be noted that this equation is valid when \( 2m_e v^2 \gg \hbar \omega_0 \). The derivation of this equation is skipped in this work. Similarly to the expressions for the Bohr’s classical stopping, a comprehensive derivation of Eq. (2.19) is presented in Refs. [45, 50].

### 2.2.3 A simple approach with modified Bohr’s expression

A slightly different approach for estimating stopping force of solids for heavy ions has been proposed in Ref. [52] by the author of this thesis. There it is shown for wide range of ions and solid targets that the stopping number can be estimated with a reasonable accuracy by using relation

\[
L_s = \kappa \ln \left( 1 + a \frac{Z_{1/2}^{1/2} C \xi}{Z_{1/3}^{1/3}} \right),
\]

where

\[
\kappa = b_1 \cdot \sqrt{1 + \ln \left( \frac{b_2 Z_1}{Z_2} \right)},
\]
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Figure 2.3: Experimental and estimated electronic stopping force of aluminum for oxygen ions. Estimations are calculated by using different models discussed above and also the SRIM-code [53]. Experimental data are taken from Ref. [54].

\[
\begin{align*}
    a &= 0.2853 \\
    b_1 &= 1.1209 \\
    b_2 &= 0.2021
\end{align*}
\] (2.22)

are parameters derived from the data fit. An example of the good agreement of this model with the experimental data is demonstrated in Fig. 2.3, where the electronic stopping force of aluminum for oxygen is presented. In this graph there is experimental values plotted with estimations from different sources. The agreement between the model described by Eq. (2.20) with experimental values and the estimates from the SRIM-code [53] is fairly good considering the simplicity of the model. The estimates extracted from above mentioned Bohr’s and Bethe’s models exhibit good agreement only at high energies for the latter and only a reasonable agreement for the former at energies around 10 MeV/u. In Ref. [52] the model, described by Eqs. (2.20) and (2.21), is shown to work for He, O, Ar, Kr, and Xe-ions in carbon, aluminum, nickel and gold targets with relatively good accuracy. Despite the resemblance between the Bohr’s expression in Eq. (2.18) and Eq. (2.20), the physical basis for the latter is
not understood, if there is any. The possible physical relations behind the model will be further investigated in the future by the author. Nonetheless, due to the apparent feasibility and the simplicity of this expression, it was employed in this work to construct a semi-empirical stopping force prediction tool (see Section 5.1.3).

2.2.4 Bloch correction

Obviously, the theories by Bohr and Bethe, give very different outcomes. The Bethe stopping, defined in Eq. (2.19), is proved to be valid at velocities $\beta > Z_1 \alpha$, which is essentially the velocities excluded by the Bohr criterion in Eq. (2.3). The transition from the Bethe to the Bohr regime has been accomplished by using correction developed by Bloch in Ref. [55]. This is given by

$$L_{\text{Bloch}} = L_{\text{Bethe}} + \Delta L_{\text{Bloch}} = L_{\text{Bohr}} + \Delta L_{\text{invBloch}},$$

where

$$\Delta L_{\text{Bloch}} = \psi(1) - \text{Re} \psi \left(1 + i \frac{Z_1 \alpha}{\beta}\right),$$

and

$$\Delta L_{\text{invBloch}} = \ln \frac{Z_1 \alpha}{\beta} - \text{Re} \psi \left(1 + i \frac{Z_1 \alpha}{\beta}\right).$$

In above $\psi(x) = \frac{d\ln \Gamma(z)}{dx}$ with $\Gamma(z) = \int_0^\infty t^{z-1} e^{-t} dt$, and Re denotes the real part. The difference between Bohr’s and Bethe’s model is illustrated in a universal plot presented in Fig. 2.4 with experimental and semi-empirical data taken from Refs. [53, 54, 56, 57]. Also the curve derived from the model, described in Ref. [52] and in Section 2.2.3 above, is plotted for comparison. It can be seen from this figure that Bethe’s model describes the stopping with good accuracy at velocities $\beta > 2Z_1 \alpha$, as expected. On the other hand, at low velocities experimental values diverge from stopping numbers given by both Bethe’s and also Bohr’s model, described by Eqs.(2.19) and (2.16), respectively. Also the Eq. (2.18) exhibits deviation from the experimental data, especially for Xe-ions. A fairly good agreement is achieved by using expressions presented in Section 2.2.3. However, this model fails at higher velocities when approaching the Bethe region, which is expected. Because in this work the stopping force for heavy ions is studied at velocities $\frac{\beta}{Z_1 \alpha} \lesssim 2$, the deviation from the Bethe’s model at high velocities is not an issue. This picture supports the use of the model described by Eqs. (2.20) and (2.21) as a basis for parameterization of heavy ion stopping, instead of Bohr’s model.
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2.2.5 Effective charge of the projectile

When a particle traverses matter, part of its electrons are stripped away, and the ions charge state fluctuates around an equilibrium. In a simple picture, the electrons which have their orbital velocities above the projectile velocity are considered to move along with the ion and the rest are stripped away [58]. The equilibrium charge can be described by e.g. the Thomas-Fermi relation

\[
\bar{q} = Z_1 e \left[ 1 - \exp \left( \frac{-\beta}{\alpha \cdot Z_1^{2/3}} \right) \right]
\]  

(2.26)

where \(Z_1\) is the atomic number of the moving particle. More sophisticated formulas are available, e.g. in [59], but for this work the Eq. (2.26) is sufficient.

At first glance, when considering the \(\frac{Z_1^2}{\beta^2}\)-dependence in the Eq. (2.2), it seems
that the electronic stopping is heavily governed by the charge state of the projectile. Because of this, the concept of effective charge was introduced, which in Ref. [60] has been considered to be closely related with the equilibrium charge. Thus from Eq. (2.26), the effective charge ratio can be written as

$$\eta_{TF} = 1 - \exp \left( \frac{-\beta}{\alpha \cdot Z_1^{2/3}} \right).$$  \hspace{1cm} (2.27)

The derivation of effective charge ratio from the experimental stopping data for ions was defined by Northcliffe in Ref. [61], and e.g. in [62] it is written in form

$$\eta_{exp}^2 = \frac{Z_1^{-2} S(Z_1, Z_2, \beta)}{2^{-2} S(2, Z_2, \beta)},$$  \hspace{1cm} (2.28)

where $S(Z_1, Z_2, \beta)$ is the experimental stopping cross-section for the projectile ($Z_1$) moving in a medium ($Z_2$) with a velocity of $\beta$. In the denominator there is the tabulated stopping cross-section for $\alpha$-particles at the same velocity as the $Z_1$-projectile. The $\alpha$-particles are considered to be fully stripped from electrons, which is a reasonable assumption at velocities, where heavy-ion stopping is dominated by the electronic stopping force. This scaling rule has been widely used in order to estimate the electronic stopping force for heavy ions.

In the stopping theories, discussed above, the projectile is considered as a bare ion. By introducing the Eq. (2.2) in the Eq. (2.28) effective charge ratio for the bare ion can be written in a form

$$\eta_{bare}^2 = \frac{L(Z_1, \beta)}{L(2, \beta)}.$$  \hspace{1cm} (2.29)

If the effective charge would contribute in the stopping force strictly as the scaling rule in Eq. (2.28) implies, $\eta_{bare}$ should be at unity for all velocities. The effective charge ratios calculated with Eqs. (2.27), (2.28) and (2.29) are plotted in Fig. 2.5 for N-ions in silicon at velocities of $0.02 < \beta < 0.2$. The results in the Fig. 2.5 show that there is no theoretical support for the scaling rule to be valid for high values of $Z_1$. This is also proven in Ref. [62, and references therein], where a detailed discussion on the dependence of stopping force on the ion’s charge state is presented.

On the other hand, practice has shown that the scaling rule, given in Eq. (2.28), can be used as an estimation tool. One just needs to bear in mind the limitations of the concept when dealing with semi-empirical modeling of the heavy-ion stopping.
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2.3 Nuclear stopping force

The nuclear stopping is the part of the projectile’s energy loss due to Coulombic interaction between the target and the projectile nuclei. With a similar treatment, as discussed in Section 2.2 for the electronic stopping, a general equation for nuclear stopping force can be written in form

\[-\frac{dE}{dx}\bigg|_{\text{nucl}} = \frac{1}{4\pi\varepsilon_0} \frac{Z_1^2 Z_2^2 e^4}{M_2 v^2} N L_{\text{nucl}}, \tag{2.30}\]

where the notations are the same as in Eq. (2.2) and in addition the $M_2$ is the mass of the target nucleus. The nuclear stopping relative to electronic stopping can be estimated by dividing Eq. (2.30) with Eq. (2.2) yielding a ratio of

\[-\frac{dE}{dx}\bigg|_{\text{nucl}} \approx \frac{m_e}{M_2} Z_2^2 L_{\text{nucl}} \approx 2.7 \cdot 10^{-4} \frac{L_{\text{nucl}}}{L_{\text{elec}}}. \tag{2.31}\]

From this it can be seen that the contribution of the nuclear stopping in the total stopping force is several orders of magnitude lower compared to the electronic stopping. This holds at projectile velocities considered in this work. The ratio of the
stopping numbers, and thus the nuclear stopping, becomes significant only at low velocities\cite{45}. Even though, in the nuclear stopping process the energy lost by the projectile is transferred mainly to the kinetic\textsuperscript{5} energy of the target nucleus and the recoil loses its energy partly via electronic stopping, the ionization effect is typically considered to be less significant (see more discussion in Section 3.5). Hence the nuclear stopping is not discussed in detail in this work.

2.4 Ion induced nuclear reactions

As listed on page 15, the ions can lose their energy also by inducing nuclear reactions. The cross-sections for the nuclear reactions are much lower compared to the ones for the other mechanisms discussed above, and they are typically neglected. This is especially the case for heavy ions. Nevertheless, in microelectronics the products from the nuclear reactions may induce failures (see Section 3.1.1). Thus the ion induced nuclear reactions will be briefly introduced here.

When considering positively charged projectile ($Z_1, A_1, R_1$) and target ($Z_2, A_2, R_2$) nuclei, there is a repulsive electromagnetic force acting on them. Here $Z_i, A_i$ and $R_i$ correspond to the atomic and mass numbers, and the radii of the nuclei, respectively. The radius of a nucleus is typically estimated

$$R_i = R_0 \cdot A_i^{1/3} \text{ fm},$$  \hspace{1cm} (2.32)

where $R_0$ is an empirical constant. In this work $R_0 = 1.2$ fm is used, which is a typical value. This constant can vary in the range $1 \text{ fm} < R_0 < 4.5 \text{ fm}$ depending on the nuclei\cite{64}.

In order to a nuclear reaction to occur the nuclei need to be in close contact. This means that the impact parameter has to be less than the sum of the radii of the nuclei, $R = R_1 + R_2$, and the total kinetic energy in the system has to exceed the potential energy formed by the repulsive Coulombic force. This limit in the potential energy is called the Coulomb barrier, which can be estimated by

$$U_{CB} = \frac{1}{4\pi\varepsilon_0} \frac{Z_1 Z_2 e^2}{R} \approx 1.2 \frac{Z_1 Z_2}{(A_1^{1/3} + A_2^{1/3})} \text{ MeV}.$$  \hspace{1cm} (2.33)

\textsuperscript{5}E.g. for silicon the minimum lattice binding energy is in the range of 10-20 eV \cite{63}

Arto Javanainen
From the conservation laws of momentum and energy, the threshold kinetic energy in the \textit{laboratory-frame} for the projectile to overcome the Coulomb barrier can be written \cite{64}

\[ K_{cbt} = U_{CB} \cdot \left(1 + \frac{A_1}{A_2}\right). \]  

(2.34)

For light projectiles, where \( A_1 \ll A_2 \), the kinetic energy threshold is essentially the same as the Coulomb barrier given by Eq. 2.33. Classical estimation for the maximum total cross-section for nuclear reactions is given by

\[ \sigma = \pi R^2 \left(1 - \frac{K_{cbt}}{E_k}\right), \]  

(2.35)

where \( E_k \) is the initial kinetic energy of the ion \cite{65}. This applies when \( E_k \geq K_{cbt} \). Eq. (2.35) gives an estimate for the upper limit for the total cross-section for all possible nuclear reactions.

There are several different types of nuclear reactions. In this work the most interesting reaction type is the \textit{ion induced fission}, where relatively light particle (i.e. with low electronic stopping) produces higher-Z fragments after hitting a heavy target nucleus. The most typical example in the context of this work is the \( Si(p, X)Y \)-reaction, where a energetic proton induces reaction fragments by hitting a silicon nucleus. These fragments may experience higher electronic stopping force (i.e. they have higher LET) than the primary proton and thus their effect in the electronics is more severe (see more discussion in Section 3.1.1).

The equations given above can be used for rough estimation for the energy loss in the nuclear reaction processes. As an example, let’s consider protons (\( Z_1 = 1 \) and \( A_1 = 1 \)) at 30 MeV in silicon (\( Z_2 = 14, A_2 = 28 \)). From Eqs. (2.33) and (2.34) we get \( K_{cbt} \approx 4.309 \) MeV. By introducing this in Eq. (2.35) the cross-section for nuclear reactions becomes \( \sigma \approx 6.23 \cdot 10^{-25} \) cm\(^2\). If we now assume (unrealistically) that within this cross-section the proton loses its whole energy, we get the energy loss cross-section of \( S_{react} \approx 1.87 \cdot 10^{-17} \) eV\cdot cm\(^2\). Respectively, the energy loss cross-section for the electronic stopping for protons in silicon, taken from the SRIM-code \cite{53}, is \( S_e \approx 6.88 \cdot 10^{-16} \) eV\cdot cm\(^2\). The ratio of energy loss cross-sections due to nuclear reactions and electronic stopping is now \( \sim 0.027 \). Already this rough and rather unrealistic estimation implies that the nuclear reactions are less pronounced compared to electronic stopping. In reality according to Ref. \cite{66} the energy loss cross-section for the nuclear reactions, in case of 30-MeV protons in silicon, is \( \sim 1.5 \cdot 10^{-19} \) eV\cdot cm\(^2\), which gives the ratio of \( \sim 2.1 \cdot 10^{-4} \). For heavier ions the ratio becomes even lower.
3 Radiation effects in materials and devices

In the preceding chapter the different interaction mechanisms between energetic particles and matter were discussed. This chapter will present different phenomena occurring in materials due to the energy deposition by these particles. In this work the studied materials were: silicon (Si) and silicon dioxide (SiO$_2$). In some examples in the text also other materials may be considered.

From the electronics point of view, the generation of electron–hole pairs (e–h) due to the energy deposition of any radiation quantum (photon or particle) is considered to be the dominant effect. The atomic displacements are in a minor role, which are discussed in Section 3.5.

When considering the influence of particle radiation in electronics, typically only the electronic stopping (mechanisms 1 and 2 in page 15) is taken into account. The electronic stopping force can be related directly to ionization, whereas nuclear stopping and other mechanisms are only causing ionization indirectly. Nuclear reaction products and elastic recoils can cause also ionization, but usually in case of heavy ions their contributions have been neglected. However, recently there has been an increasing interest toward their contribution as discussed in Ref. [67, and references therein]. The effects of nuclear reactions in materials and devices will be briefly discussed in Section 3.1.1.

3.1 Generation of electron–hole pairs

At room temperatures the energy gap in the silicon band structure is $\sim 1.1$ eV [68] and in SiO$_2$ the corresponding value is $\sim 9$ eV [69]. These are the minimum energies at which the upmost electrons in the valence band (VB) are excited to the conduction band (CB). The average energies required to generate an e–h pair in Si and SiO$_2$ are 3.6 eV [70] and $17 \pm 1$ eV [71], respectively. This is called the mean e–h pair creation energy. When considering electronics and the e–h pairs introduced in them by radiation, there are three main criteria which need to be fulfilled in order to induce major ionizing radiation effects. These criteria are

(a) The deposited energy in a single encounter between atomic electron and radiation
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quantum (i.e. ion, delta-electron or photon) has to exceed the band gap energy to produce an e–h pair. In practice, the number of generated e–h pairs is estimated by dividing the mean energy deposition with the mean e–h pair creation energy.

(b) The density of induced e–h pairs has to exceed the intrinsic free electron density of the target material. I.e. in metals the effect of ionization is negligible due to the intrinsically high count of free electrons.

(c) An electric field is required in order to collect the excess charge carriers.

Otherwise no Single Event Effect (SEE) and only limited amount of Total Ionizing Dose-effect (TID) will occur. Displacement Damage Dose-effect (DDD) may still occur as the atoms are dislocated in the target, which is mainly due to the nuclear stopping mechanisms. See more discussion on the different radiation effects categories in Section 3.6.

3.1.1 Nuclear reactions

Even if an ion is incapable to generate enough e–h pairs via electronic stopping mechanisms to cause problems in electronics, it may induce nuclear reactions as discussed in Section 2.4. In turn, the reaction products may be capable to produce high density plasma of e–h pairs. This is typically encountered with high-energy protons, which exhibit low electronic stopping, but still are capable of inducing errors in the devices. These errors originate from the nat\(Si(p, X)Y\) nuclear reactions, already mentioned above. An example of this phenomenon is presented in Fig. 3.1, where a Single Event Upset (SEU) cross-section curve from Ref. [72] for a 4 Mbit SRAM is plotted as a function of proton energy. In this figure it is seen that low energy protons (<20 MeV) are less capable to produce errors in the device than high energy protons, for which the cross-section (i.e. probability\(^1\)) is saturated. The low energy behaviour is due to the Coulomb Barrier, discussed in Section 2.4, which was estimated to be \(\sim 4.3\) MeV for protons in silicon (see page 28). This is roughly observed in Fig. 3.1, although the data are not precise enough to make solid conclusions. The saturation in the cross-section originates from the limitation in the electronic stopping force for the reaction products. E.g. if we consider the above mentioned reaction, the reaction product which has the highest capability for energy deposition is phosphorus (\(Z_1 = 15\)). The maximum energy loss value, according to SRIM, for this ion is \(\sim 14.9\) MeV/(mg/cm\(^2\)),

\(^1\)more discussion on the Radiation Hardness Assurance testing and characterization of the radiation sensitivity of the devices is presented in Section 4
which sets the upper limit for the deposited energy from the reaction. In reality, the probability for \( ^{nat}Si(p, \gamma)P \)-reaction can be assumed to be lower compared to other reaction channels, but it enables the highest energy deposition. The accurate cross-section for this reaction channel is irrelevant in this context.

Another demonstration of the contribution of the nuclear reactions in the energy deposition of protons in silicon is presented in Fig. 3.2. In this figure the energy deposition of 30 MeV protons in silicon target is presented as simulated with the MRED-code [22] (see more on the MRED-code on page 43). The target was a slab of silicon with arbitrarily chosen dimensions of \( 100 \times 100 \times 20 \) µm (\( W \times H \times \Delta x \), see Fig. 2.1). The MRED-code enables the omission of the physics definitions for the nuclear reactions from the simulations. Thus the effect of nuclear reactions is possible to indicate. The spectrum for energy deposition in Fig. 3.2, with only the Coulombic scattering taken into account, exhibits a peak near 60 keV (i.e. 3 keV/µm). Which is comparable with the SRIM-estimation for the electronic stopping force of silicon for 30 MeV protons, which is \( \sim 3.4 \) keV/µm. The spread in the spectrum is due to the straggling (see Section 3.2.2). The spectrum, where also the nuclear reactions are included in the simulations, shows the same primary ionization peak, but in addition there is a tail reaching up to 10 MeV (0.5 MeV/µm) of energy deposition. Although,
Figure 3.2: MRED-simulation of energy deposition by 30 MeV protons in silicon target with size of 100 × 100 × 20 µm (W × H × Δx).

the probability of these events is orders of magnitude lower than of the primary ionization, in some cases they may turn out to be detrimental.

3.2 Linear Energy Transfer vs. electronic stopping force

When discussing the ion–matter interactions, historically in medical applications and also in radiation testing of microelectronics, the term Linear Energy Transfer (LET) has been used for the average deposited energy by the impinging particle per unit length. Typically the concepts of LET and electronic stopping force has been used interchangeably. The units of these two are the same, typically given in MeV/(mg/cm²). However, there is a slight difference between these two, as the electronic stopping force quantifies the mean energy lost by the particle per unit length (in collisions with the target electrons). In case of bulky objects, e.g. old technology electronic components with large sensitive volumes (SV), where the energy is deposited, this is a valid choice. Historically in radiology the irradiated tumors have been considered to be bulky, thus justifying the use of mean energy loss as a metric for the mean energy deposition. For
a long time, in both communities, considering either radiation effects in the electronics [74–77], or the radiology [78–81], there has been discussions about the validity of LET as a metric and the comparability of LET and electronic stopping force. Although, in biology the radiation effects are shown[82] to be rather complicated, the similarity in these two different fields is in the feature sizes, where the radiation effects takes place. In radiology the noteworthy effects are considered to occur in very small dimensions, e.g. width of a DNA double strain, which have become comparable with the evolved feature sizes in modern microelectronics. In Fig. 3.3 the scaling trends of some key feature sizes in electronics set by the International Technology Roadmap for Semiconductors (ITRS)[83] and the Intel® corporation[84] are presented along with some typical feature sizes in nature for comparison. The applicability of LET in radiology is out-of-scope for this work. In the following section the dependence of feature size and projectile energy on the mean energy deposition, in a electronics point of view, is discussed.
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3.2.1 Spatially restricted LET

The energy lost by an ion, discussed in Chapter 2, is transferred to kinetic ($T_{kin}$) and potential ($T_{pot}$) energy of the target electrons. In order to contemplate the spatial distribution of the deposited energy, first the energy transfer to the target electrons needs to be defined. This was done in Section 2.2.1. By rewriting the Eq.(2.7), the differential cross-section for Coulomb scattering becomes

$$d\sigma = d(\pi p^2) = \frac{1}{4\pi\epsilon_0} \frac{Z^2 e^4}{2m_e v^2 (T)^2} \frac{dT}{T}, \quad 0 < T < \Gamma E,$$

which gives the probability for the projectile to transfer energy to a target electron in the range of $(T, T + dT)$, which is dependent on the projectile’s velocity and charge. Here $T = T_{kin} + T_{pot}$. From this the radial distribution of the energy deposition delivered by the delta-electrons can be derived. This has been done in Ref. [85], where an analytical formulation for the radial dose distribution has been given by

$$D_1(r) = \frac{Z^2 e^4 N Z_2}{(4\pi\epsilon_0)^2 \alpha m_e c^2 \beta^2 r} \left[ \frac{1}{\theta(r+R_{th})} \right],$$

This expression has been revised in Refs. [86, 87], in order to improve the agreement between the calculations, and Monte-Carlo (MC) simulations and experiments. The revision was made by introducing a semi-empirical correction as follows

$$D(r) = D_1(r)[1 + K(r)].$$

This semi-empirical function was defined for other targets than water in Ref. [87], where

$$K(r) = A\beta B(r - 0.1)e^{-r/C},$$

with $r$ given in nanometers and coefficients

$$A = \begin{cases} 0, & \beta < 0.0081 \\ 112\beta - 0.899, & 0.0081 < \beta < 0.091 \\ 0.674\beta + 9.21, & \beta > 0.091 \end{cases}$$

$$B = 0.215$$

$$C = 3.127 - 0.434\beta.$$
In Eq. (3.2) $\alpha$ is a coefficient describing the energy–range relation for the delta-electrons given by the following equation

$$R = k \cdot T_{kin}^\alpha,$$

(3.6)

where $k = 2.585 \mu m \cdot keV^{-\alpha}$ is a coefficient given in Ref [86]. The electron range in silicon as a function of electron energy is plotted in Fig. 3.4, where the range is derived using the Continuous Slowing Down Approximation (CSDA). The data are taken from Refs. [88, 89]. To simplify the calculations, the range-energy relation in silicon is piecewise approximated with Eq. (3.6) by using $\alpha = 0.8501$ and $\alpha = 1.7371$ at energies below and above 1 keV, respectively. Now in Eq. (3.2), $R_{max} = k(\Gamma E)^\alpha$ gives the range of the electrons with maximum transfer energy. In Refs. [85–87] the value used for the minimum ionization energy is 10 eV. Thus $R_{th} = k(10 \text{ eV})^{0.8501}$ is the lowest electron range limited by the minimum ionization energy of the outmost electrons in the target atom. The model assumes the velocity vectors of the delta-electrons to be perpendicular to the ion’s trajectory, which is not entirely a valid
assumption due to the high scattering of moving electrons in medium. Nonetheless, the model is shown to agree with MC-simulations and experiments, supposedly due to the semi-empirical parametrization.

This model uses the Barkas’ expression for effective charge of the projectile given by

$$Z_1^* = Z_1 \left(1 - e^{-125\beta Z_1^{-2/3}}\right),$$

(3.7)

which is slightly different from the Thomas-Fermi expression, given in Eq. (2.26).

From all this, the radial energy distribution deposited by the delta-electrons can be derived. Example calculations for xenon and nitrogen ions at 9.3 MeV/u, and for protons at different energies are presented in Fig. 3.5. Here the target material is silicon, and the radially deposited energy is described by the density of e–h pairs. The conversion is done by dividing the deposited energy with 3.6 eV/e–h pair (see page 29). In this graph it can be seen that the energy deposition is highly concentrated in the vicinity of the particle’s trajectory. As the maximum delta-electron energy is dependent on the velocity of the projectile, the distribution exhibits also dependence on the ion velocity. This is observed in Fig. 3.5, where the end of each curve in x-direction corresponds to $R_{max}$. The elevation in the y-direction is due to higher total electronic stopping. The concentration of energy in the core of the ion track is also illustrated in Fig. 3.6, where the fraction of the deposited energy, $f$, within a radius $R$ from the ion’s trajectory is plotted as a function of the radius for different ion velocities (given in MeV/u). This is a universal graph and is valid for all ions regardless of their atomic number. The fraction of the deposited energy is defined as

$$f(R) = \frac{\int_0^R 2\pi r D(r) dr}{\int_0^{R_{max}} 2\pi r D(r) dr}.$$  \hspace{1cm} (3.8)

Fig. 3.6 demonstrates the effect of (1) the size of the region, where the energy is deposited, and (2) the ion velocity on the LET. At the point, where curve reaches unity, the LET can be considered to equal the electronic stopping force. This is because in Eq. (3.8) the integration in the denominator gives the total energy deposition to the delta-electrons, i.e. electronic stopping force by definition. Thus by decreasing the size of the region of interest the deposited energy in this region becomes smaller than the electronic stopping. This is called the spatially restricted LET\cite{75}. The implications of the restricted LET in the microelectronics can be portrayed by considering the length of the chords, $l$, in the sensitive volume. The mean chord length
for any convex body has been derived in Ref. [74] to be

$$\bar{t} = \frac{4 \cdot V}{S},$$

where $V$ is the volume and $S$ the surface area of the body. The mean chord length can be used for estimating the deposited energy in the SV, with size relative or smaller than the characteristic delta-electron ranges generated by the ion. In this approach the abscissa in Fig. 3.6 can be approximated with the mean chord length. Although the model above for the radial distribution of the energy deposition assumes the electrons to move perpendicular to the ion's trajectory, this is not exactly the case. In other words, there is also back- and forward-scattered electrons along the trajectory axis.
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Figure 3.6: The fraction of deposited energy within radius from the ion track as a function of radial distance for ion velocities (or energies) 0.3, 1, 3, 10, 30, 100, 300 and 1000 MeV/u, from top to bottom, respectively. The curves are obtained by using Eq. (3.8).

Thus electrons (i.e. energy) are escaping the sensitive volume also in those directions.

3.2.2 Energy loss straggling

Energy loss of an ion in a single collision with the target electron is a stochastic event considered to follow the Poisson statistics. The expressions for the stopping force discussed in Chapter 2 give only the average energy loss per unit length. In relatively large volumes this applies, but when the volume size decreases also the randomness in the energy loss, or deposition, becomes significant, in addition to the spatially restricted LET discussed above.

A simple demonstration of the dependence of the SV size on the fluctuation in the deposited energy is presented in Fig. 3.7. Here results from Geant4-simulations\(^2\left[90, 91\right]\) for energy deposition of 1 MeV \(\alpha\)-particles passing through silicon targets with different thicknesses are presented. The simulations were made by “bombarding” slabs of silicon (cf. Fig. 2.1) with \(\alpha\)-particles. The lateral dimensions \((W \text{ and } H)\) in the slabs were much larger compared to the thickness \((\Delta x)\). Thus from Eq. (3.9) the

\(^2\)GEometry ANd Tracking toolkit for the simulation of the passage of particles
mean chord length becomes $\bar{l} = 2\Delta x$. The effect of the spatially restricted energy deposition is considered to be less significant in this case. It is seen in Fig. 3.6 that, for 1 MeV $\alpha$-particles, from the total energy loss $\sim$90% is deposited within 20 nm from the ion’s trajectory. Thus we can assume in a SV with the mean chord length of $>20$ nm (corresponding the 10 nm slab) the deposited energy is more than this percentage of the average energy loss.

The shift in the spectra in Fig. 3.7 to higher energies for thicker targets originates from the decrease in the ion energy (thus increase in the stopping force) along the ion’s path. This increases the total deposited energy in the thicker targets compared to the average energy loss for 1 MeV $\alpha$-particles given by the SRIM-calculations, $\sim$305 keV/µm. Also one should bear in mind that the descriptions for stopping in the SRIM and the Geant4 are slightly different, thus possibly yielding different average energy loss values. The physical descriptions for the nuclear reactions, discussed in Section 3.1.1, were omitted in these simulations.

The most distinct feature in this graph is the broadening of the spectra due to the straggling. The dependence of the target thickness on the broadening is clearly observed. In thin targets the relative fluctuation in the deposited energy around the average value increases with decreasing thickness. E.g. in Fig. 3.7 for the 10 nm silicon target some of the $\alpha$-particles deposit even twice the average energy.

### 3.2.3 Applicability of LET

By combining the above mentioned aspects with the concept of LET, different regions governed by these mechanisms can be separated in the phase space determined by the ion’s velocity and SV’s mean chord length. These regions are depicted in Fig. 3.8, where the same definitions are used as in Refs. [74, 76]. The limits drawn in the graph represent so called 10 % thresholds where the individual effects (spatial restriction and/or straggling) are causing more the 10 % variation in the energy deposition defined by the electronic stopping. Here the limits are calculated for protons, $\alpha$-particles and N-ions to demonstrate the dependence of the ion specie on the effects. The different regions in the graph are explained in the following list.

1. For protons and heavier ions the LET can be considered to describe the energy deposition with sufficient accuracy.

2. The effect of straggling contributes to the energy deposition for protons, but for heavier ions the use of LET is still valid.
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(3) The straggling for the α-particles becomes significant.

(4) The spatial restriction for the energy deposition becomes into play for all ions, the straggling for N-ions is still in a minor role.

(5) For N-ions all three concepts: the LET, its spatial restriction and the straggling, need to be taken into account when considering the energy deposition.

The above discussion shows that when the technology is approaching the nanoscale the conventional description of LET becomes increasingly insufficient to characterize the phenomena in the electronics. Thus more sophisticated models would be needed. At this point there is no simple concept to replace the LET as a metric used in the field of radiation effects in electronics.

### 3.2.4 Prediction tools for stopping force

Because no consensus has been reached on the alternatives among the community, the LET concept has yet remained in use in the characterization of the radiation effects. Moreover as the concepts of the spatially restricted LET and the straggling require
Figure 3.8: Regions of mean chord length and ion energy (MeV/u) where parameters LET, straggling and spatial restriction affect on the energy deposition. The different regions (1)–(5) are explained in the text.

information on the SV(s) in the studied structures, which is usually unavailable, the values of electronic stopping force are used as the LET. For estimating the electronic (and in some cases also nuclear) stopping for a given ion in a given target, there is a variety of tools available, both semi-empirical and theoretical, in addition to tabulations of experimental data. A collection of the prediction tools and data tables are presented in Table 3.1 with brief introductions. These are the ones that are mostly referenced in the literature, except the ECIF Cocktail Calculator. This tool is listed because it is part of this work, but has not yet attracted wide publicity. From the listed tools the SRIM-code has received the widest acceptance among the users, and at least in the radiation effects community it is the primary repository of stopping force values. This is due to its user-friendly interface, and in average, if all ion-target combinations are accounted for, its accuracy is fairly good.

In addition to these tools listed in Table 3.1, the Geant4 simulation toolkit [101] has become increasingly into use in predicting radiation effects in electronics. The disadvantage in the Geant4 calculations is the relatively high threshold for deployment. On the other hand, the Geant4 is a powerful tool to investigate radiation effects in complex volumes. There is also a Geant4-based Monte-Carlo Radiative Energy De-
Table 3.1: Stopping force prediction tools.

<table>
<thead>
<tr>
<th>Source</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRIM [53] semi-empirical</td>
<td></td>
<td>The most well-known of them all. Based on the work of Ziegler et al. described in Ref. [92]. Over the years, numerous updates have been made in the calculations. Last major update was in 2003. This code and its user-interface are very versatile and user friendly. It enables calculations for a wide energy range with huge variety of ion-target combinations with a reasonable accuracy. Software is freely available at <a href="http://www.srim.org">http://www.srim.org</a>.</td>
</tr>
<tr>
<td>LET Calculator [93, 94] semi-empirical</td>
<td></td>
<td>Another relatively widely used tool developed by Zajic and Thieberger in Brookhaven National Laboratory. Based on an earlier version of SRIM with parametrization to experimental data measured by the developers. Available online at <a href="http://tvdg10.phy.bnl.gov/let.html">http://tvdg10.phy.bnl.gov/let.html</a>.</td>
</tr>
<tr>
<td>ECIF Cocktail Calculator [95] semi-empirical</td>
<td></td>
<td>Based on parametrization of modified Bohr’s classical stopping theory. This model will be presented in more detail in Section 5.1.3. Web-interface can be found at <a href="https://www.jyu.fi/accelerator/radef/ECIFCalc">https://www.jyu.fi/accelerator/radef/ECIFCalc</a>.</td>
</tr>
<tr>
<td>PASS [96] theory</td>
<td></td>
<td>Based on the work by Sigmund and Schinner[97]. The calculations are fully based on fundamental physics without any parameterization to the experimental data. Stopping force values are available upon request from the model developers.</td>
</tr>
<tr>
<td>CaSP [98] theory</td>
<td></td>
<td>Convolution approximation for Swift Particles developed by Grande and Schwietz and described in Ref. [99, and references therein]. Available online at <a href="http://www.casp-program.org/">http://www.casp-program.org/</a>.</td>
</tr>
<tr>
<td>Hubert tables [100] data table</td>
<td></td>
<td>Tabulation of experimental stopping force values in the energy range from 2.5 to 500 MeV/u. Not as comprehensive as Paul’s database above.</td>
</tr>
</tbody>
</table>
position (MRED) tool developed in Vanderbilt University, USA, which is available online [22]. This tool enables estimations for the particle-induced energy deposition in complex geometries via user friendly interface. For this tool user registration is required, whereas the Geant4 is fully open-source.

All the above mentioned are estimation tools (except the data tables), and they provide estimations for the stopping force. Each of them have their pros and cons, and in cases where there is no experimental data to compare, it is in the user’s judgement whether or not to rely on the values given by the predictor. Discussions have aroused among the radiation effects community about the differences in the estimated stopping force values between the tools especially for heavy ions like xenon[57]. The differences are illustrated in Fig. 3.9, where the ratio of values for electronic stopping force of silicon for different heavy ions, estimated by two different predictors: LET Calculator and SRIM. For lighter ions, such as nitrogen, the agreement is fairly good, as expected due to the existing experimental data for the code parametrization. However, for heavier ions the divergence increases, e.g. xenon ions exhibit a difference of 12 %. This is due to the extrapolation of the parameters based on experimental data in other ion-target combinations.

In May 2005 the RADECS 2005 Thematic Workshop on European SEE Accelerators was held in Jyväskylä, where these discrepancies in LET predictions were addressed. This meeting actually instigated the experimental part of the electronic stopping presented in this work. The results of these experiments are discussed further in Section 5.1.

3.2.5 Channeling

Typically in the considerations of electronic stopping, the electrons are considered uniformly distributed in the target. In reality, in many materials the atoms are aligned, forming crystal structures, which lead to anisotropic electron densities. This yields a non-uniform energy loss for an ion along its path. In most of the cases this is not an issue as the density variations average out along the ion trajectory. Nevertheless, in materials with well-defined crystal structures, such as silicon, the energy loss may depend substantially on the crystal orientation. This is a minute effect when considering isotropic radiation fields in space or on ground, but may lead to unexpected results e.g. in radiation effects testing or in stopping force experiments, where parallel ion beams are used. The effect of channeling on energy loss measurements (see Section 5.1.1) is demonstrated in Fig. 3.10, where spectra of Xe-ions at 9.3 MeV/u
Figure 3.9: Ratio of estimated LET values from LET Calculator [93] to ones from SRIM[53].

Figure 3.10: The effect of channeling in the measured energy spectra. The data are taken from [57].
are presented with and without silicon target placed before the energy detector. In these experiments the channeling effect was observed by accident. Apparently in the first setting the silicon target was placed just in the right position, i.e. the channels, formed in the crystal, being parallel with the beam. Whereas the primary beam exhibits a gaussian-shaped energy spectrum, the spectrum, measured after introducing the Si-target with “channels open”, have a tail representing lower energy loss. This problem was solved by simply tilting the target by few degrees, thus making the silicon structure to appear more amorphous. After tilting, the energy spectrum became a gaussian-shaped, confirming the absence of channeling.

3.3 Recombination

In order to cause further damage in electronics, the electron–hole pairs induced by the radiation need to survive the recombination. Very comprehensive reviews for the recombination mechanisms are presented in Refs. [102, 103]. In this work the recombination is discussed only in a qualitative manner without detailed contemplation of different models (geminate and columnar), which are presented in the literature.

Typically the recombination is considered to be significant primarily in dielectrics, such as SiO$_2$, due to low mobility of the charge carriers, namely holes. Recombination of heavy-ion induced e–h pairs has been also observed in silicon (intrinsic or lightly doped) in Ref. [104], where the effect is demonstrated in Solid State Detectors (SSD). Generally the recombination is attributed to high e–h pair densities in the ion track, as discussed in Section 3.2.1. Contrary to this view, in Ref. [104], the recombination is shown not to depend on the e–h pair density, but on the atomic defects produced by the nuclear stopping mechanisms. Usually in the field of radiation effects testing of electronics, the recombination in silicon gets very little attention if not fully ignored, and main focus is in dielectrics. According to above mentioned aspects, the recombination can be considered to depend primarily on two things: (1) the external electric field, and (2) the target material (insulator and semiconductor). There is no such thing as an e–h pair in metals, as defined in Section 3.1, because of non-existing bandgap. Despite the results presented in Ref. [104], also the e–h pair density has to be taken into account, at least in dielectrics.

Due to the high density e–h pair plasma in the core of heavy-ion track, the prompt recombination is expected to be relatively high regardless of external electric fields. Obviously, in the absence of electric field the recombination rate is very high for all
radiation sources and in all materials. Increase in the external electric field reduces the recombination by moving the electrons and holes apart from each other more effectively. Still the influence of external field inside a dense e–h pair plasma is weak due to the Debye shielding[105], thus limiting the escape of the charge carriers from the core of the plasma. Resulting in high recombination rates. This is observed in the charge yield results for heavy ions, presented in Section 5.2.2. The charge yield in SiO₂ is observed to be nearly an order of magnitude lower for Fe-ions than for x-rays. In Section 5.2 the recombination of e–h pairs in SiO₂ is presented via experimental results from the measurements of heavy-ion induced charge yield in silicon dioxide.

3.4 Thermal effects

Although the energy lost by an ion is in the first stage primarily transferred to kinetic and potential energy of the target electrons, the end point of the deposited energy is not entirely there. External electric field can be used to remove the induced free charge carriers (namely the electrons) from their site of origin, thus removing also the deposited energy, as done e.g. in Solid State Detectors. Otherwise the e–h pairs, i.e. the energy, remain more or less stationary, and their movement is mainly governed by diffusion and space charge effects. At this point the recombination becomes more significant as discussed above.

In the recombination processes the e–h pairs are annihilated, but the energy does not disappear, it is just transformed e.g. into photons and phonons. Partially the energy of these secondary (or actually tertiary) quanta is turned into thermal energy of the target lattice. This is for instance the basic principle in the bolometer based particle detectors (see e.g. Ref. [106]), where the particle energies are determined by measuring the thermal changes in the detector due to ion impact.

Moreover, the complex transformation of energy, from the kinetic energy of an ion passing by into atomic vibrations in the target, may lead to material modification, such as amorphization or changes in density, along the the ions track. Very extensive reviews on the thermal effects of ion beams in materials are given in Ref. [107]. Experimental and theoretical results, e.g. in Refs. [108, 109], show that the sizes of the regions modified by the ion impact in SiO₂ are in the order of nanometers depending on the ion’s velocity and the electronic stopping force. The thermal effects of heavy ions have been largely ignored in the field of radiation effects in electronics. Nevertheless, these effects will become more significant in electronic structures when
the characteristic feature sizes are approaching deeper into the nano-scale.

3.5 Non Ionizing Energy Loss (NIEL)

The part of the deposited energy by the ion in the target, which do not create e–h pairs, is referred to as the Non Ionizing Energy Loss (NIEL). The NIEL has been used in characterizing the effects of displacement damage in electronic devices, e.g dark current in solar cells, and the decrease in minority carrier lifetimes in bipolar devices. In many occasions nuclear stopping force (see the energy loss mechanisms in page 15) has been used interchangeably with the NIEL, but one must note the difference between these two.

Primarily the energy transfer from the projectile to the target recoils is a non-ionizing event, but these energetic recoils lose their energy by both electronic and nuclear stopping mechanisms. Hence the total NIEL is less than the nuclear stopping force. Only at high energies, where the nuclear reactions dominate the NIEL over the coulomb scattering, the total NIEL becomes higher than the nuclear stopping. This is illustrated in Fig. 3.11, where the NIEL of protons in silicon is presented. In the graph the contributions due to coulombic scattering and nuclear reactions in the total NIEL are specified. Also the energy losses due to the electronic and the nuclear stopping are plotted for reference. At proton energies above 10 MeV the total NIEL becomes higher than the nuclear stopping due to nuclear reactions (see Section 2.4). Methods to estimate the heavy-ion NIEL in silicon have been proposed in Refs. [110, 111]. The proton NIEL in silicon is presented e.g. in Ref [66]. As the main focus in this work is in the electronic stopping force for heavy ions and the recombination of generated e–h pairs, the NIEL concept is not discussed in detail. Also the energy range of the heavy ions considered in this work is at such level, where the nuclear stopping, and thus the NIEL, is much less than electronic stopping and the LET (cf. Fig. 3.11 and Eq. (2.31)).

3.6 Categories of radiation effects in electronics

All the above mentioned mechanisms of energy deposition for heavy ions produce myriad of different effects in electronics. These effects are typically divided into two main categories: Cumulative and Single Event Effects (SEE), which are briefly introduced next.
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Figure 3.11: NIEL for protons in silicon with contributions due to the coulombic (dashed) and nuclear reactions (dotted) specified. For reference the energy loss due to the electronic and the nuclear stopping as calculated from SRIM [53] are also plotted. The data for the NIEL is taken from Ref [66].

3.6.1 Cumulative effects

Cumulative stress of radiation may cause gradual changes in the characteristic properties of electronics, such as threshold voltage shifts and decrease in the minority carrier lifetimes, etc. There is two subdivisions for the cumulative effects: Total Ionizing Dose (TID) and Displacement Damage Dose (DDD). They are related to the concepts of the LET and the NIEL, respectively.

The TID effects are governed by those radiation-induced charge carriers, which have survived the recombination and are not swept away by the electric fields. Because the electron mobilities, especially in dielectrics, are higher than those of holes, typically the trapped charges are the holes. Moreover, the effect is more pronounced in dielectrics than in semiconductors. Although, in case of interface trapped charge, it is located in the semiconductor side of a dielectric-semiconductor interface. The TID effects can occur in both Metal-Oxide-Semiconductor (MOS) devices and bipolar devices. In this work the TID and recombination effects of heavy ions are studied in MOS Field Effect Transistors (MOSFETs) (see Section 5.2). For more detailed information on TID effects the reader is referred to Refs. [103, 112].
The DDD effects in electronics are induced by the NIEL associated with particle radiation (see Section 3.5). The atoms may get knocked out from their lattice site due to an ion hit, creating a vacancy-interstitial pair, called a Frenkel defect or pair (FP). Typically the reduction in current gain of bipolar transistors or dark currents in CCDs are attributed to these defects. This work is mainly concentrating on the ionizing particle radiation and the effects of NIEL or DDD are not discussed further.

3.6.2 Single Event Effects

The Single Event Effects (SEE) are referred to as the prompt response of electronics to ionization event, induced by a single energetic charged particle. As discussed above, charged particles are capable to ionize matter, i.e. generating e–h pairs in semiconductors and dielectrics. The SEEs can be divided in two groups: non-destructive soft errors and destructive hard errors. In the following sections these two groups are briefly introduced.

3.6.2.1 Soft errors

When ion induces a temporary disturbance in a electronic circuit, which can be fixed by e.g. reprogramming the device, the effect is considered as a soft error. The main types of soft errors and their definitions according to Refs. [113, 114] are listed below.

SEU Single Event Upset, is an event where a memory bit (or bits) is (are) flipped, from 0 to 1 or vice versa. Typically only one bit is affected at the time and the effect can also be called Single Bit Upset (SBU). In case of corruption of multiple bits, the event is referred to as Multiple Bit Upset (MBU), which can be a concern in highly scaled memories or with ion hits at high grazing angles. The basic principle of a SEU in a SRAM cell based on Complementary Metal Oxide Semiconductor (CMOS) technology is discussed below.

SET Single Event Transient is a progressive disturbance in combinatorial logic systems caused by a single ion hit. The ramifications of a SET are dependent on e.g. the operation frequency of the circuit. SET may turn into a SEU, if it gets latched. In case of analog devices (e.g. operational amplifiers, comparators, voltage regulators) the transient disturbance due to a ion hit is called Analog Single Event Transient (ASET). The faulty signal caused by an ASET can propagate in an integrated circuit and lead to significant anomalies, such as data corruption or system failure [115, and references therein].
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SEFI *Single Event Functional Interrupt* results in a loss of device functionality. After occurrence of SEFI the malfunction can be fixed without power cycling the device. SEFIs are typically associated with SEUs in a control bit or in register.

Because the SEU is the “oldest” SEE-type, being observed in the first studies [25], it is chosen here as an example. The anatomy of a SEU in a typical SRAM cell is illustrated next.

In typical SRAMs the individual memory cells are consisted of p- and n-type MOSFETs (so called CMOS technology). A common 6 transistor SRAM-cell is presented in Fig. 3.12(b). The information is stored in two cross-linked inverters, consisted of transistors $T_1 - T_4$. Transistors $T_5$ and $T_6$ are used as the access point for reading and writing cell. In this configuration $T_1$ and $T_3$ are NMOS, and $T_2$ and $T_4$ PMOS.

In a static situation the memory cell is either in state “1” or “0”. Let’s now assume our cell to be in state “1”, which we\(^3\) have defined to prevail while the transistors $T_1$ and $T_4$ are conducting (ON), and $T_2$ and $T_3$ non-conducting (OFF). Now the potential at points $Q$ and $\overline{Q}$ equals $V_{CC}$ and 0 (ground), respectively. Furthermore, let’s assume there would be an ion hit, illustrated in Fig. 3.12(a), on (or close to) transistor $T_3$. If the ion hit introduces enough charge in the channel beneath the gate oxide to momentarily “switch” ON the $T_3$, the potential at point $Q$ would respectively reduce momentarily close to zero. If $T_3$ is ON long enough so that consequential low voltage at the gate of $T_1$ turns it OFF, transistors $T_2$ and $T_4$ will follow and change also their state leading eventually to a *bit flip*, i.e. the *SEU*.

The mitigation of these above mentioned soft-errors has become more important, not only in *space electronics* but general commercial electronics also, due to the technological evolution [116]. The mitigation techniques can be applied either in circuit or software level. The reader is referred to Ref. [117] for detailed discussion on different mitigation methods for soft errors in modern microelectronics, as they are not discussed further in this work.

### 3.6.2.2 Hard errors

In some cases particle-induced “cloud” of e–h pairs may generate current peak in a device, which may initiate high currents, leading to a destructive failure. These kind of irreversible hard errors are typically less probable to occur than the soft errors discussed above. Of course, their weight in radiation reliability of electronics is higher

\(^3\)There is no standard way how the states of memory cells (*zeros* and *ones* are defined as a respect to the transistors $T_1 - T_4$.)
Figure 3.12: A schematic view of an ion hit in a NMOS transistor (a) and a basic configuration of a 6-transistor SRAM cell (b).

because once they occur, the device is partially or totally out of service. The typical destructive SEE types are listed below with short descriptions after Refs. [113, 114, 118]:

SEL *Single Event Latchup* is potentially a destructive state in a device, where hit of a single ion creates conductive path between the device power supply and ground. The current through this path is stopped only by shutting down the power supply. The SEL may destroy the device if the current from the power supply is not limited and/or the power cycling is not performed fast enough after the current increase.

SEGR *Single Event Gate Rupture* is a breakdown of gate oxide in MOS devices, attributed to ion-induced conductive path. The excessive current through the dielectric leads to material meltdown via thermal runaway. The basic physical mechanisms underlying SEGR are yet unknown, mainly because the rapid nature of the event impedes accurate measurement of the current spikes. Only some qualitative or semi-empirical models exist for SEGR prediction.

SEB *Single Event Burnout* is a failure, which can be observed typically in power devices (MOSFET or bipolar). In SEB event there is a highly conductive path created in lightly doped epitaxial layer of the device, which leads to excessive current, and ultimately to thermal runaway with a permanent damage. In many cases SEB and SEGR occur simultaneously in power MOSFETs.
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Mitigation of SEL and SEB is possible by limiting the supply current. The SEL is also possible to avoid with *Silicon On Insulator* (SOI) technology [119]. However, SEGR is found to be impossible to avoid once the threshold conditions (oxide electric field and energy deposition density) are exceeded [118]. This work is more concentrating on the basic mechanisms and do not consider the different SEEs in detail. Nevertheless, SEGR was observed in the charge yield measurements (see Section 5.2). However, these finding were unusable in this work due to the scarcity of obtained data.
4 Radiation Hardness Assurance Testing

As mentioned above in Chapter 1, there is various particle radiation sources present at ground level and in space. The radiation endurance (or hardness) of electronics operating in harsh radiation environments, such as nuclear power plants, accelerators or in space, needs to be assured either by manufacturing them RadHard or by testing them. In the earlier days, there were dedicated manufacturers for RadHard-components, which were competitive in performance with commercial products. When the Cold War ended and the rivalry over space supremacy cooled down, the production of RadHard electronics was no longer a prosperous business. Only a few manufacturers remained in the field, none of them exclusively on RadHard products. Because of high production costs, nowadays the RadHard industry is mainly focused on parts with high reliability requirements. In addition to lower prices, the performance of commercial electronics (COTS, commercial-of-the-shelf) is typically much higher than that of RadHard devices. Thus, COTS devices are often favoured in space projects due to superior performance and low cost, however, the drawback is their lack of being space qualified and unknown radiation performance.

As said, in order to ensure the radiation hardness of an electronic component, if not manufactured RadHard, it needs to be tested under radiation. There are some requirements (or “rules”) for these Radiation Hardness Assurance (RHA) tests, agreed by the radiation effects community. Some of the commonly used specifications are presented in Refs. [113, 120–123]. These documents determine the framework, within which RHA tests typically need to be performed. As the aforementioned particle radiation environments are dominated by light particles (i.e. protons and electrons), the total dose issue is the first to be considered. Due to the focus of this work, which is on particle radiation and particularly on heavy ions, the total dose testing is not discussed further. Instead, an introductory on the basics for RHA testing in terms of SEEs is given.

The radiation environment is usually presented by its LET spectrum, which is considered to represent the ionizing efficacy. This can be done by first defining individual particle spectra (see Fig. 1.4) in terms of their LET and merging them together. The result is a single spectrum representing the given environment. As an example, four
Figure 4.1: Integral flux of galactic cosmic ray particles during solar minimum (solid) and solar maximum (dashed) as a function of Linear Energy Transfer in GEO or near Earth interplanetary space (blue and green) and International Space Station orbit (red, cyan). Data taken from [22].

LET spectra are presented in Fig. 4.1, where radiation environments in two different regions are estimated during solar maximum and minimum (the data are taken from Refs. [21, 22]). Because of the presence of heavy ions (or high LETs) in these environments, not only the total dose effects are a concern, but the electronics need to be determined also for their susceptibility to SEE. In principle, SEEs can be produced by any source emitting particle radiation, if the particles are capable of intruding into the device and produce enough ionization. In addition, the used radiation needs to mimic the effects in the real operational environment.

In laboratory, radiation sources, such as Ra-226 (~100% α-emitter, with some gamma radiation) and Cf-252 (α-emitter, with 3% of spontaneous fission, producing also neutrons) [124] etc., are convenient for this purpose because of their relatively low price and ease of use. The disadvantage in these sources is the restricted ion energies and species as well as the limited intensities. Furthermore, there may be more than one energy or particle type emitted from the source. Also, radiation type may be multifaceted, e.g. including also gamma or neutron radiation, which limits the use of these sources even more. Due to these limitations, the use of radioisotope sources is prohibited in the official RHA tests by the specifications[113, 120]. These sources are
typically used only for trial runs of the setup for the RHA testing. The specifications for RHA testing for SEEs require the use of particle accelerators.

The particle accelerators are multi-purpose tools, which in the past have been used mainly in basic nuclear physics studies. In recent years the accelerators have been increasingly harnessed also for applications, such as the RHA tests. Next, a short introduction is given on basic principle of SEU testing by use of heavy ions. In the following paragraphs there is also an introduction given on the Accelerator Laboratory in the University of Jyväskylä (JYFL) with its dedicated Radiation Effects Facility, RADEF.

As discussed in Section 3.6.2.1, SEUs are the most prominent error type in electronics. The SEU testing of e.g. memory device is done by irradiating the memory with certain ion (LET) and with fluences ranging from $10^6$ to $10^7$ cm$^{-2}$ depending on the device sensitivity [113, 120]. Typically above the sensitivity threshold, more than 100 upsets are required to obtain adequate statistics. The required ion fluxes are from 100 to $10^5$ cm$^{-2}$s$^{-1}$. In a typical test procedure after the ion exposure, the memory is read and the number of bit flips (SEUs), $N_{err}$, are determined. From this the SEU cross-section per bit can be calculated by using equation

$$\sigma_{SEU} = \frac{N_{err}}{n_{bit} \Phi},$$

(4.1)

where $n_{bit}$ is the number of bits in the tested memory and $\Phi$ is the ion fluence in cm$^{-2}$. By changing the LET by using different ions, the characteristic SEU sensitivity of a device can be obtained. See more discussion on the different ions used for the testing at RADEF in Section 4.1.3. Moreover the LET can be varied by tilting. This introduces a concept of effective LET which is defined as

$$\text{LET}_{\text{eff}} = \frac{\text{LET}}{\cos \theta}$$

(4.2)

where $\theta$ is the angle of incident for the impinging ion and LET is the electronic stopping of the ion. By definition $\theta = 0^\circ$, when ion trajectory is perpendicular to the device surface. The applicability of the effective LET has also been questioned over the years, along with the concept of LET in general (see Section 3.2 and references given there). No further comments will be made on the suitability of the effective LET concept here. One should also note, that in tilted condition the ion fluence, $\Phi$,
should be replaced with \textit{effective fluence}

\[ \Phi_{\text{eff}} = \Phi \cdot \cos \theta. \] (4.3)

In Fig. 4.2 there is a SEU cross-section data for a SRAM plotted as a function of (effective) LET. This is a typical way to characterize the radiation susceptibility of electronics. In this graph there are data measured in three different facilities: the Heavy Ion Facility (HIF) in Louvain-la-Neuve, Belgium\cite{126}, the Radiation Effects Facility (RADEF) in the University of Jyväskylä (see Section 4.1.3) and the Radiation Effects Facility in the Texas A&M University, USA\cite{127}.

This kind of characteristic plot can be used for estimating the SEU rates in the operational environment. This can be done by using a dedicated software, e.g. \textit{CREME-96} \cite{22}, by assigning the environment as depicted in Fig. 4.1 and entering the parameterized SEU cross-section curve. From these input data the code will give an estimation for the SEU rate in orbit. A very good demonstration of this procedure is given in Ref. \cite{128}, where one of the studied devices is the 4 Mbit Atmel AT60142F SRAM, discussed above. The agreement reported in this paper between estimated and observed SEU rates is fairly good.
4.1 RHA test facility at JYFL

As mentioned above, particle accelerators are required for the RHA testing of electronics. In the Accelerator Laboratory of the University of Jyväskylä (JYFL) there is a cyclotron type particle accelerator, which is being utilized in the RHA testing. The effective utilization requires a seamless cooperation between different groups in the laboratory: ion source developers, accelerator operators and the personnel in the Radiation Effects Facility (RADEF) itself. The reader is referred to Ref. [129], where a good review on the use of the JYFL cyclotron for the RADEF facility is presented. This reference is used as a basis for the following brief introductions on the key elements in the operation of the RHA test facility at JYFL.

4.1.1 K=130 Accelerator

The nominal $K$-value of the JYFL cyclotron is 130 [130, 131]. In cyclotron-type accelerators the beam energy is dependent on its $K$-value, the charge state ($Q$) and the mass ($A$) of the accelerated ion species by

$$\frac{E}{A} = K \cdot \left(\frac{Q}{A}\right)^2 \text{[MeV/u]},$$

(4.4)

where $A$ is given in atomic mass units. E.g. for $^{131}\text{Xe}^{+35}$ ions, by substituting value $K = 130$ into Eq. (4.4), it gives ion energy of $\sim 9.3$ MeV/u. The cyclotron enables production of so called ion cocktails (see Table 4.1). These cocktails are enabled by simultaneous acceleration of the used ions due to the sufficiently small differences in their mass-to-charge ratio, $\frac{A}{Q}$. Within the cocktail, the ion energies, in terms of MeV/u, are nearly the same for all the species. However, some difference is required in the $\frac{A}{Q}$-values in order to extract them separately. This is possible due to the very good mass resolution ($\sim 0.3\%$) of the JYFL cyclotron, which has been demonstrated in Ref. [132]. The final selection of ion species is done either by the fine-tuning of the radiofrequency (RF) or the magnetic field of the coils in the extraction part of the cyclotron. Both of these methods enable a fast beam change without readjusting the whole accelerator. The details of acceleration techniques are outside the scope of this work and are not discussed further.
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4.1.2 Electron Cyclotron Resonance Ion Sources

In order to produce the ion cocktails, the selection of ions with nearly the same $\frac{A}{Q}$-values have to be simultaneously injected into the cyclotron. At JYFL this is done by using its two Electron Cyclotron Resonance Ion Sources (ECRIS), which play a key role in the whole operation of the RADEF facility. The older ECRIS of the laboratory is operated with microwave frequency of 6.4 GHz [133] and the newer one with 14.1 GHz [134]. Both of the ECR ion sources enable the simultaneous production of high charge state ions.

Due to the assembly of the modern, high-density memories, the RHA testing is often done by irradiating the devices from the backside through the silicon substrate. This issue has been discussed in Ref. [135]. Typically in this approach the ions need to penetrate approximately 50 µm or more of silicon before they reach the sensitive volume. This requires high penetration depths, i.e. high energies, for the ions. Because of this, there has been an extensive development work done with the ECRIS at JYFL in order to increase the ion energies. This has been done by improving the ionization capability of the ion source. The detailed description of the upgrades is presented in Ref. [132]. Because of the $Q^2$-dependence in Eq. (4.4), the increase in the ion charge state is the most straightforward way to increase the energy. Thus no major modifications are needed in the cyclotron itself. With the upgrade of the JYFL ECRIS the energy of the heaviest ion in the RADEF cocktail, which is Xe, was increased from 475 MeV to 1217 MeV. This corresponds to an increase in the penetration depth from 44 µm up to 89 µm, which is considered to be sufficient for the RHA tests.

4.1.3 The RADiation Effect Facility, RADEF

The RADiation Effects Facility (RADEF) located in the Accelerator Laboratory of the University of Jyväskylä has been utilized in RHA testing since 1998. The RADEF has been operated under the contract with the European Space Agency (ESA) since 2004 and was accredited in 2005 as one of the ESA’s European Component Irradiation Facilities (ECIF). The other external irradiation facilities belonging to the ECIF consortium are the Proton Irradiation Facility (PIF) at the Paul Scherrer Institute, Switzerland [136] and the Heavy Ion Facility (HIF) at the Université catholique de Louvain (UCL), Belgium [126]. Also part of ECIF is ESA’s own internal Co-60 irradiation facility for TID studies, which is located at the European Space Research and Technology Centre (ESTEC) in Noordwijk, the Netherlands. The ESTEC facility
is also equipped with a *Californium-252 Assessment of Single-event Effects* (CASE) for preliminary heavy-ion testing of devices. The CASE equipment is not approved for official RHA testing as discussed above.

The RADEF consists of two separated beam lines, one for heavy ions and another for protons. An overview of the facility is illustrated in Fig. 4.3, where both of the beam lines are marked. The proton beam is taken in air through a 200 $\mu$m thick tungsten window. The proton dosimetry consists of an ionization chamber at the beam exit, and particle detectors behind the target stage. The ionization chamber enables accurate and real time monitoring of the beam intensity and the particle detectors are used for the initial beam calibration.

In the heavy-ion line the beam homogeneity is obtained by using: (1) a 1 $\mu$m thick scattering foil, made of tungsten, upstream in the beamline, and (2) $x$–$y$ wobblers. With these equipment beam homogeneity of better than the required $\pm10\%$ can be achieved over an area of $4 \times 4$ cm$^2$, or even larger if needed. Typically an area of $2 \times 2$ cm$^2$ is used. The heavy-ion dosimetry is made of four *photomultiplier tubes* (PMT) equipped with scintillator crystals. The illustration of the heavy-ion dosimetry is presented in Fig. 4.4. The PMT detector assemblies are used in the online monitoring of the beam during the experiment runs. The detectors are located on the edge of the collimator plates. The detectors provide also energy spectra, thus the beam purity can be assured.
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The heavy-ion irradiations can be performed either in vacuum or in air. The devices under test (DUT) are attached in a standard fixture plate which is affixed to a linear movement apparatus (LMA). The LMA can be moved in x–y–z direction and also tilted with respect to the beam. When the irradiations are performed in air, the upper part of vacuum chamber is lifted up and a 25 µm thick Kapton foil is used as a beam exit window. Although, the ion energy is slightly reduced in the window and in air, this is an efficient way of testing devices, where the sensitive volume is near the surface. The feasibility of irradiating devices in air at RADEF is demonstrated in Ref. [72].

There are two different ion cocktails available in the RADEF with energies of 3.6 MeV/u and 9.3 MeV/u. Recently the former is no longer routinely used, as the cocktail with higher energy (i.e. higher penetration) has been favoured by the users performing the RHA tests. The ions in the high energy cocktail, and their characteristic information, including the energy, LET and projected range, are listed in Table 4.1. In the table the LET values are estimated from the experimental values discussed in Section 5.1.2 and the ranges are taken from the SRIM-code.

It is the combination of the JYFL’s ECR ion sources and cyclotron, which makes the RADEF and its heavy-ion cocktail very attractive for the RHA testing. The high penetration depth, even for the heaviest ions, and the fast change of ion species within the cocktail enable very efficient testing. Since its inauguration in 2005 RADEF has served 35 different users in more than 130 separate irradiation campaigns. During last three years an average of 28 campaigns a year has been performed.

### Table 4.1: High penetration heavy-ion cocktail available in the RADEF.

<table>
<thead>
<tr>
<th>Ion</th>
<th>Energy&lt;sup&gt;a&lt;/sup&gt;</th>
<th>LET&lt;sup&gt;b&lt;/sup&gt; @ surface</th>
<th>LET&lt;sup&gt;b&lt;/sup&gt; @ Bragg peak</th>
<th>Range&lt;sub&gt;SRIM&lt;/sub&gt;&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{15}$N&lt;sup&gt;+&lt;/sup&gt;4</td>
<td>139</td>
<td>1.87</td>
<td>5.92 (@191 µm)</td>
<td>202</td>
</tr>
<tr>
<td>$^{20}$Ne&lt;sup&gt;+&lt;/sup&gt;6</td>
<td>186</td>
<td>3.68</td>
<td>9.41 (@138 µm)</td>
<td>146</td>
</tr>
<tr>
<td>$^{30}$Si&lt;sup&gt;+&lt;/sup&gt;8</td>
<td>278</td>
<td>6.74</td>
<td>13.7 (@114 µm)</td>
<td>130</td>
</tr>
<tr>
<td>$^{40}$Ar&lt;sup&gt;+&lt;/sup&gt;12</td>
<td>372</td>
<td>10.1</td>
<td>18.9 (@100 µm)</td>
<td>118</td>
</tr>
<tr>
<td>$^{56}$Fe&lt;sup&gt;+&lt;/sup&gt;15</td>
<td>523</td>
<td>18.8</td>
<td>29.7 (@75 µm)</td>
<td>97</td>
</tr>
<tr>
<td>$^{82}$Kr&lt;sup&gt;+&lt;/sup&gt;22</td>
<td>768</td>
<td>30.4</td>
<td>41.7 (@68 µm)</td>
<td>94</td>
</tr>
<tr>
<td>$^{131}$Xe&lt;sup&gt;+&lt;/sup&gt;35</td>
<td>1217</td>
<td>55.0</td>
<td>67.9 (@57 µm)</td>
<td>89</td>
</tr>
</tbody>
</table>

<sup>a</sup>in units of MeV  
<sup>b</sup>in units of MeV/(mg/cm²)  
<sup>c</sup>in units of µm
Figure 4.4: Close-up of the heavy-ion dosimetry, and the vacuum chamber with the DUT fixture and linear movement apparatus. The red haze represents the beam. Image courtesy of Dr. Heikki Kettunen.
5 Experimental work

The experimental part of this work consists of: (1) energy loss measurements of heavy ions in silicon, and (2) heavy-ion induced charge yield in silicon dioxide. The results for (1) and (2) are published in Refs. [56, 57, 137] and in Ref. [138], respectively. The experimental methods and the obtained results are discussed in this chapter.

5.1 Electronic energy loss

Typically experimental energy loss of an ion in certain material can be determined by measuring the ion energy before and after the target. With the target thickness the mean energy loss per unit length (dE/dx) is obtained. This is called a transmission method. Typically, these transmission experiments are based on solid state detectors (SSD), or combinations of SSD and Time-Of-Flight telescopes (TOF)[139, 140]. The disadvantage in using SSDs in the stopping experiments for heavy ions, is the Pulse Height Defect (PHD)[141], which requires corrections in the stopping data at low energies. The PHD in SSDs refers to a phenomenon, where the signal from the detector is not linearly proportional to the actual deposited energy by the ion. This is due to the energy losses in inactive regions of the detector, the contribution of the nuclear stopping, and the recombination of the electron–hole pairs (cf. Section 3.3). The energy lost in nuclear stopping (i.e. to the target recoils) contributes only partially in the generation of electron hole pairs in the active region of the detector.

With TOF-telescopes the ion energy is determined from its mass and its velocity, which is derived from the time that ion takes to travel between two timing-gates. In the timing-gate the secondary electrons induced by the ion passing through thin carbon-foils are collected by using high electric fields (kV) to a micro-channel-plate (MCP), which locates at the bottom of the gate. A photograph from one of the timing-gates used in this work is presented in Fig. 5.1. In TOF-telescopes the non-linearity in energy-response is weaker than in SSDs, as only the foils in the timing-gates contribute in the energy loss, which needs to be taken into account at low energies. Typically, relatively thin carbon foils are used (∼ 20 µg/cm² in this work) in order to minimize the effect. On the other hand, in thicker foils more secondary electrons are produced and stronger signal in the MCP is observed. Thus a compromise is needed in the selection of the foil thickness. In case of the heavy ions the number of secondary
Figure 5.1: Photograph of a single timing-gate used in this work. The red line represents the beam and the micro-channel-plate is illustrated with the green ellipsoid.

electrons and thus the efficiency of the timing-gate-detectors is higher compared to lighter ions, thus thinner foils can be used.

In transmission measurements the detectors, in downstream after the target on the beam axis, are placed in such a way that they cover only a small solid angle. This ensures the detection of ions that have experienced small angle scattering, mainly due to collisions with target electrons, during their passage though the target. Thus in the measured energy loss only the contribution from the electronic stopping can be considered. Still in these systems, with low energy ions the contribution of nuclear stopping increases with decreasing energy. This is due to the fact that the ions have also experienced multiple small angle scattering events with target nuclei\cite{45}. In this work the used energy range is considered to be high enough in order to neglect the contribution of nuclear stopping in the measured energy loss.

5.1.1 B–TOF Method

In this work a new method was developed for the electronic stopping force measurements\cite{57}. The B–TOF, or \textit{magnetic–time-of-flight}, method utilizes the Lorentz force acting on a point charge moving in a magnetic field. In Fig. 5.2 the schematic overview
Figure 5.2: Set-up for measuring the LET by using B–TOF method (after [56, 142]). The key elements are the degrader, the dipole magnet, the motorized target wheel and the high-resolution TOF spectrometer. The thicknesses of different targets were measured by using a spectroscopic quality Ra-226 α-source.

of the B–TOF setup is presented. The primary beam (9.3 MeV/u in this work, see Table. 4.1) was steered to the target stage through a 30-degree bending magnet. The different targets were fixed in a rotating wheel in order to enable measurement of multiple targets in a single run. Also in the wheel there was one empty position for measuring the energies without a target. After the target stage the beam energy was measured with a TOF-telescope consisting of two timing-gates. Also there was an additional SSD located in the end of the beam line in order to check the beam quality if needed.

Although, there were several different target materials studied during the same experiments, in this work only the data for silicon targets are considered. Two Si targets were used with thicknesses of 2.92±0.03 mg/cm² and 0.300±0.003 mg/cm², in order to cover wide range of energies. The thicknesses of the targets were determined by comparing the measured energy loss of the α-particles with stopping force values calculated with SRIM-code[53]. This method was considered to be accurate enough due to the high amount of existing experimental data for α-particles in silicon, which agrees with SRIM. For the thickness determination, a spectroscopic quality ²²⁶Ra α-source was used as illustrated in Fig. 5.2. Nevertheless, the determination of the foil thicknesses was considered to be the major source of uncertainty in the results.

When measuring beam energies below the maximum energy, the beam was degraded before the bending dipole magnet. The distribution of beam energy and also charge state (see Section 2.2.5) are altered in the degrader. As mentioned, the method is based on the Lorentz force which is described by

$$\vec{F}_L = q(\vec{E} + \vec{v} \times \vec{B}),$$

(5.1)
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Figure 5.3: Moving point charge, \( q \), with mass of \( M_1 \) in a magnetic field of \( B \). Inside the box the direction of magnetic field is into the plane.

where \( \vec{E} \) is the electric field and \( \vec{B} \) the magnetic field acting on a particle with charge \( q \) and velocity \( v \). In this work only the magnetic field perpendicular to the ion beam was used in guiding the ions, thus Eq. (5.1) reduces to \( |\vec{F}_L| = qvB \). The magnetic field enforces the ion in a circular motion, as illustrated in Fig. 5.3, and the Lorenz force can be considered to equal the centrifugal force,

\[ |\vec{F}_L| = qvB = M_1 \frac{v^2}{r_g}, \tag{5.2} \]

where \( M_1 \) is the ion mass, \( v \) is the ion velocity and \( r_g \) is the gyroradius, or Larmor radius, which is considered constant. The magnetic rigidity is defined as

\[ \chi = B r_g = \frac{p}{q}, \tag{5.3} \]

where \( p = M_1v \) is the kinetic momentum of the ion. As the charge states of ions can occur only in integer numbers, at constant magnetic field only ions with the same magnetic rigidity are selected. Thus the bending magnet can be used as a energy selector. Furthermore, in this work beams consisting only one ion species at a time were used, thus eliminating residuals in the energy spectra. Some additional collimation was used in the measurements (see Fig. 5.2) before and after the bending magnet to improve the energy resolution.

As an example, let’s assume the primary ion beam to be \( ^{56}\text{Fe} \) with energy of 9.3 MeV/u and charge state of +15 (i.e. 15 electrons stripped from the atom). When using a pure beam with only the \( ^{56}\text{Fe} \)-ions at well defined energy and with only single charge state, and without any scatterers in the beam’s path, the measured energy spectrum is consisted of a sharp Gaussian peak (cf. Fig. 3.10 for xenon ions). The magnetic field, at which the primary beam is guided through the bending magnet, to the target stage and the detectors, is denoted as \( B_1 \). By introducing the degrader before the bending magnet the mean beam energy is decreased and the width of
the distribution broadened depending on the relative thickness of the degrader. In this work there were several different types of degraders used, mostly aluminium foils with different thicknesses and a grid made of tungsten wires (ø20 µm). One of these degrader assemblies was used at a time depending on the desired energy. The charge state of an ion moving through matter is dependent on the ion velocity, which can be estimated coarsely by using Eq. (2.26). Thus the scattered beam may contain several charge states, depending on the width of the energy distribution. In order to guide the beam to the target stage, the magnetic field need to be decreased according to relation

\[ \frac{B_d}{B_1} = \frac{\chi_d}{\chi_1}, \]

(5.4)

where subscripts \(d\) and \(1\) denote for the degraded and the primary beam, respectively. Example spectra are presented in Fig. 5.4 with measured energies from the degraded \(^{56}\)Fe-beam with and without the Si-target. The distinct peaks representing different charge states in the spectrum obtained without a target are indicated. After introducing a target the peaks shift toward lower energies (i.e. higher in time-of-flight). The charge states in the peaks of this spectrum no longer correspond to the ones in the original spectrum. Nonetheless, from this shift the energy loss in the target, and thus the stopping force can be obtained.

In this method the absolute magnetic field values are irrelevant here because only magnetic fields relative to \(B_1\) are needed. The information was used mainly for planning the experiments. The charge-state effect in the measured stopping forces was considered negligible, due to the relatively thick targets used. The ions can be considered to reach their equilibrium charge state within the first few tens of nanometers after entering the target [143, 144].

5.1.2 Experimental electronic stopping force of silicon for heavy ions

The B–TOF method described above was utilized in measuring the electronic stopping force of silicon for ions included in the RADEF’s high penetration cocktail (see Table. 4.1). The data has been published in Refs. [56, 57] and are presented in Figs. 5.5–5.11, with estimations from SRIM[53], LET Calculator[93] and PASS-code[96, 97]. Also estimations from Eq. (2.20) with parameter \(\kappa\) fitted to the silicon data are presented. The graph includes also all the experimental data for these ions available in Ref. [54], which can be considered to be the widest stopping force database. Accord-
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Figure 5.4: An example energy spectra before and after silicon target where the 9.3 MeV/u Fe-beam was degraded before the bending magnet and the ratio of the magnetic moments is $\chi_d/\chi_1 = 0.531$. Data taken from [56].

According to this database, the experimental stopping data collected in this work for Ne-, Ar-, Fe-, Kr-, and Xe-ions in silicon were the first ones in these energy ranges.

Although the model, introduced in Section 2.2.3, is supposed to work by using Eq. (2.21) to scale the logarithm in Eq. (2.20), for silicon target better agreement with the experimental data was obtained by reassigning the $\kappa$ via data fit. The obtained $\kappa$-parameters are given in Table 5.1, with the parameters calculated with Eq. (2.21) for comparison. As noticed, only small modification is needed in the parameters.

Readily from Figs. 5.5–5.11 one can see that all the represented estimation tools

<table>
<thead>
<tr>
<th>ion</th>
<th>$\kappa$ (fitted)</th>
<th>$\kappa$ (Eq. (2.21))</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>1.0394</td>
<td>1.0804</td>
</tr>
<tr>
<td>Ne</td>
<td>1.0821</td>
<td>1.1160</td>
</tr>
<tr>
<td>Si</td>
<td>1.1209</td>
<td>1.1555</td>
</tr>
<tr>
<td>Ar</td>
<td>1.1490</td>
<td>1.1740</td>
</tr>
<tr>
<td>Fe</td>
<td>1.1890</td>
<td>1.2074</td>
</tr>
<tr>
<td>Kr</td>
<td>1.2232</td>
<td>1.1729</td>
</tr>
<tr>
<td>Xe</td>
<td>1.2646</td>
<td>1.1854</td>
</tr>
</tbody>
</table>
Figure 5.5: The experimental stopping force data for nitrogen in silicon from this work (dots) and from Ref. [54] (circles) with comparison to estimates from Eq. (2.20) with fitted $\kappa$-parameters given in Table 5.1 (solid red), SRIM [53] (dashed), LET Calculator [93] (dotted) and PASS-code [96, 97] (dash-dot).

Figure 5.6: The experimental stopping force data for neon in silicon from this work (dots) and from Ref. [54] (circles) with comparison to estimates from Eq. (2.20) with fitted $\kappa$-parameters given in Table 5.1 (solid red), SRIM [53] (dashed), LET Calculator [93] (dotted) and PASS-code [96, 97] (dash-dot).
Figure 5.7: The experimental stopping force data for silicon in silicon from this work (dots) and from Ref. [54] (circles) with comparison to estimates from Eq. (2.20) with fitted $\kappa$-parameters given in Table 5.1 (solid red), SRIM [53] (dashed), LET Calculator [93] (dotted) and PASS-code [96, 97] (dash-dot).

Figure 5.8: The experimental stopping force data for argon in silicon from this work (dots) and from Ref. [54] (circles) with comparison to estimates from Eq. (2.20) with fitted $\kappa$-parameters given in Table 5.1 (solid red), SRIM [53] (dashed), LET Calculator [93] (dotted) and PASS-code [96, 97] (dash-dot).
Figure 5.9: The experimental stopping force data for iron in silicon from this work (dots) and from Ref. [54] (circles) with comparison to estimates from Eq. (2.20) with fitted $\kappa$-parameters given in Table 5.1 (solid red), SRIM [53] (dashed), LET Calculator [93] (dotted) and PASS-code [96, 97] (dash-dot).

Figure 5.10: The experimental stopping force data for krypton in silicon from this work (dots) and from Ref. [54] (circles) with comparison to estimates from Eq. (2.20) with fitted $\kappa$-parameters given in Table 5.1 (solid red), SRIM [53] (dashed), LET Calculator [93] (dotted) and PASS-code [96, 97] (dash-dot).
5.1.3 Semi-empirical modeling of stopping

Eventhough, there are several tools available for estimating stopping force (see discussion in Section 3.2.4), they all have their restrictions. As discussed above the heavy-ion stopping data, used for the model parameterization of electronic stopping in silicon, is in many cases very scarce or non-existing. Also the graphs presented in the previous section show the divergence of different estimation tools from the experimental data. This is confirmed in Fig. 5.12, where the relative differences between the experimental data and all four estimation tools are presented. Here it can be seen that by using fitted $\kappa$-parameters, the model described by Eq. (2.20) gives very good agreement with the data in the energy range from 2 to 10 MeV/u. Especially good agreements over this energy range are observed with xenon-data, where the other estimation tools are exhibiting differences even up to 10% or more. These data verify the problem exhibited with the estimated electronic stopping force values for heavy ions. The heavier the ion, the higher is the discrepancy. The aim of this part of the work is to deliver data to the database, which is used for improving the description in the stopping force estimation tools.
Figure 5.12: Relative difference between all experimental stopping force data in silicon and values estimated with Eq. (2.20) with $\kappa$-parameters given in Table 5.1 (top), SRIM-code, LET Calculator and PASS-code (bottom). The color and marker designation is the same as in the previous stopping force graphs. The dashed and dotted lines represent $\pm 5\%$ and $\pm 10\%$ limits, respectively.
Experimental data. It may take a while before these new data are included in the descriptions of the existing codes, and thus a new prediction tool was established. This tool is called ECIF Cocktail Calculator\textsuperscript{1}[95]. The first version of this tool was introduced in Ref. [137]. The disadvantage in this initial approach is that it is limited only to silicon as a target and the seven ions given in Table 4.1. The validity of the expressions and parameters given in that work are also limited in energy to only where experimental data exist.

As it is observed from Figs. 5.5–5.11, by using the model introduced in Section 2.2.3, the experimental data can be expressed with a reasonable agreement, requiring very limited parametrization. The validity of obtained expression can be considered to cover a wider range in energy. This new model will be implemented in the future version of the ECIF Cocktail Calculator, also covering targets other than silicon.

5.2 Heavy-ion induced charge yield in silicon dioxide

The TID effects in dielectrics especially in MOS oxides has been studied extensively for radiation types such as electrons, light ions (protons and $\alpha$-particles), gamma rays and x-rays [103, and references therein]. For ions heavier than helium the experimental work has been very limited. Despite the high recombination rate, also heavy ions can cause cumulation of excess charge in the devices, which can lead to malfunction. Thus in order to estimate the remaining ionizing dose from heavy-ion irradiation, information on the charge yield in dielectrics is needed. The charge yield is referred to as the fraction of the induced charge which escapes from the prompt recombination.

In general the heavy-ion TID effects are not a big concern in space considering the low fluxes of heavy ions (see Section 1.1), but in the SEE hardness assurance testing the tested devices may receive high levels of heavy-ion exposure. This cumulated dose can affect the characterization results for device’s SEE sensitivity. These aspects are discussed e.g in Refs. [145, 146]. In addition to the gradual cumulation of dose, also microdose effects in advanced electronics, attributed to heavy ions, have been reported e.g in Refs. [147–149, and references therein]. The microdose effects are referred to as highly localized TID effects caused by a single ion strike, like an aftermath of the SEE. The deposited microdose can alter the device functionality already at low ion fluences. This is considered to be a concern in small transistors[103].

\textsuperscript{1}European Component Irradiation Facilities, the consortium of European Space Agency’s irradiation facilities
The second experimental part of this work was focusing on the yield of heavy-ion induced charge in SiO$_2$. The recombination and the resulting charge yields were determined by measuring the heavy-ion and the x-ray induced parametric changes in MOSFETs. The first results from these experiments have been published in Ref. [138]. The experimental methods, including the devices under test and the results, are discussed next. The results reported here include some previously unpublished data.

### 5.2.1 Experimental methods and devices under test

For the charge yield measurements different types of MOSFET devices were used as test vehicles. One device type was, referred to as *TA-629*, manufactured by Sandia National Laboratories\(^2\) in Albuquerque, New Mexico, USA. Another device was, so called *RADFET* (RADiation sensitive Field Effect Transistor), manufactured by Tyndall Institute, Ireland. Micrographs of both device types are presented in Figs. 5.13 and 5.14. The device geometries including the widths and the lengths of the gate as well as the oxide thicknesses in the tested devices are listed in Table 5.2.

<table>
<thead>
<tr>
<th>Device type</th>
<th>Process lot</th>
<th>gate dimensions $W \times L$ [µm$^2$]</th>
<th>oxide thickness [nm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>TA-629</td>
<td>G1928A</td>
<td>16×3</td>
<td>64.8</td>
</tr>
<tr>
<td>TA-629</td>
<td>G1928A</td>
<td>16×4</td>
<td>64.8</td>
</tr>
<tr>
<td>TA-629</td>
<td>G1928A</td>
<td>100×10</td>
<td>64.8</td>
</tr>
<tr>
<td>RADFET</td>
<td>P-3418</td>
<td>300×50</td>
<td>400</td>
</tr>
<tr>
<td>RADFET</td>
<td>P-3418</td>
<td>690×15</td>
<td>400</td>
</tr>
</tbody>
</table>

Both *n*- and *p*-type MOSFETs were among the Sandia’s TA-629 devices, whereas RADFETs were solely p-type. The channel doping concentrations in the Sandia’s TA-629 devices were $N_A = 4 \cdot 10^{16}$ cm$^{-3}$ and $N_D = 2 \cdot 10^{15}$ cm$^{-3}$ for the n- and p-type, respectively. In the RADFETs doping concentration was $N_D = 2 \cdot 10^{15}$ cm$^{-3}$.

The devices were irradiated with heavy ions and x-rays. The x-rays were used as reference due to the vast amount of data available for the charge yield of x-rays in SiO$_2$.

The x-ray studies took place at Sandia National Laboratories by using *ARACOR Model 4100 Semiconductor Irradiator* with 10 keV x-rays. The heavy-ion irradiations

---

\(^2\)Sandia is a multiprogram laboratory operated by Sandia Corporation, a Lockheed Martin Company, for the U.S. Department of Energy’s National Nuclear Security Administration under Contract DE-AC04-94AL85000
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Figure 5.13: Optical micrographs of a TA629 device manufactured by Sandia National Labs, NM, USA. A full die on the left and magnified image of an individual 16x3 µm MOSFET device on the right. The MOSFET devices are located in the lower part of the chip. The gate (G), drain (D), source (S) and base (B) contacts are indicated.

Figure 5.14: Scanning electron micrographs of a RADFET device manufactured by Tyndall National Institute, Ireland. Bare die on the left and the magnification of a 300x50 µm MOSFET-device is on the right hand picture. The gate (G), drain (D), source (S) and base (B) contacts are indicated.
Table 5.3: The ion beams used in the charge yield measurements with their energies before and after the 25 μm Kapton foil and 0.5 cm of air. Also the corresponding LET values in SiO\(_2\) are given as calculated from SRIM-code [53].

<table>
<thead>
<tr>
<th>Ion</th>
<th>(E(\text{initial})) [MeV]</th>
<th>(E(@ \text{DUT})) [MeV]</th>
<th>LET(SiO(_2)) @ DUT</th>
</tr>
</thead>
<tbody>
<tr>
<td>He-4</td>
<td>20</td>
<td>18.7</td>
<td>0.27</td>
</tr>
<tr>
<td>N-15</td>
<td>139</td>
<td>130</td>
<td>2.09</td>
</tr>
<tr>
<td>Ar-40</td>
<td>372</td>
<td>320</td>
<td>11.9</td>
</tr>
<tr>
<td>Fe-56</td>
<td>523</td>
<td>426</td>
<td>22.2</td>
</tr>
<tr>
<td>Xe-131</td>
<td>1217</td>
<td>917</td>
<td>69.6</td>
</tr>
</tbody>
</table>

were performed at RADEF Facility[150] (see Section 4.1.3). All the experiments were done at room temperature.

In the heavy-ion irradiations the beam intensities were typically from \(10^5\) to \(5 \cdot 10^6\) cm\(^{-2}\)s\(^{-1}\) and the total fluences were in the order of \(10^8 - 10^{10}\) ions per cm\(^2\), depending on the device. Some of the ions from the standard RADEF ion cocktail were used at the primary energy of 9.3 MeV/u. The irradiations were performed in air, thus the ion energies were slightly lower than the primary energies. Also an \(\alpha\)-particle beam at primary energy of 20 MeV was used. The beam exit window was a 25 μm thick Kapton foil. The devices were placed behind the window at distance of 0.5 cm. The used ions and their energies at the device surface as well as their LET values in SiO\(_2\) are given in Table 5.3 (cf. Table 4.1). The LET values are estimated by using SRIM-code.

During the irradiation, the gate was biased with a fixed positive voltage for both p-type and n-type devices. All the remaining contacts (drain, source and body) were grounded. Because in n-type MOSFETs the substrate is lightly doped with acceptors, at positive gate voltages the majority carriers (holes) are depleted from the channel region beneath the gate oxide, and at higher voltage an inversion occurs. Conversely, due to donor doping in p-type MOSFETs, at positive voltages there is an accumulation of electrons in the channel. Several different voltage values were used in order to determine the charge yield dependence on the oxide electric field. As it was discussed in Section 3.3 the recombination of e–h pairs is dependent on the external electric field.

The current-voltage characteristics on the devices were measured before and after each irradiation step by using a HP4145 Semiconductor Parametric Analyzer. The gate–to–source voltage \(V_{gs}\) was swept from region of accumulation to strong inversion, while the drain–to–source voltage \(V_{ds}\) was kept at a constant values of \(-2\) V and \(2\) V.
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Figure 5.15: The I–V curves for RADFETs with W/L=300/50 irradiated by using Fe-beam at 9.3 MeV/u while an electric field of 1 MV/cm was applied on the gate oxide. There is also indicated points for the midgap and extrapolated threshold voltage for each curve (see text for the definitions for these). Data are previously unpublished.

for p- and n-type TA-629 devices. For RADFETs \( V_{ds} = -5 \) V during the gate sweep. The rest of the pins, i.e. the source and the body, were grounded for all the devices.

The change in the I–V characteristics due to heavy-ion exposure is illustrated in Fig. 5.15. These curves are from the measurements for a pristine RADFET with W/L=300/50 \( \mu m \) and after nine consecutive exposure steps with Fe-beam at 426 MeV, with maximum cumulative dose being 165 krads. The heavy-ion induced total ionizing dose, \( D \), in the gate oxide, given in units\(^3\) of rad, can be estimated from the ion fluence, \( \Phi \), by using relation

\[
D = 1.602 \cdot 10^{-5} \cdot \Phi \cdot \text{LET(SiO}_2),
\]

where \( \Phi \) is given in \( \text{cm}^{-2} \) and the LET(SiO\(_2\)) is the electronic stopping force in SiO\(_2\) in units of MeV/(mg/cm\(^2\)). From Fig. 3.6 it can be seen that for ion energies of 10 MeV/u the spatially restricted energy deposition is approximately 90% and 95% of the total energy loss for the mean chord lengths in the Sandia’s devices (\( \bar{l} \approx 130 \) nm) and RADFETs (\( \bar{l} \approx 800 \) nm), respectively. The used energies were below 9 MeV/u and the overall experimental uncertainty in the beam intensity and current–voltage

\(^3\)1 rad \( = 0.01 \) Gray \( = 0.01 \) J/kg
measurements was in the order of ±10%, hence the spatial restriction was ignored and the ion’s energy loss and the deposited energy were considered to be equal. Also the effects of straggling were ignored. Eq. (5.5) assumes that all the deposited charge (energy) remains unrecombined.

After different processes, like (1) prompt recombination, (2) diffusion and (3) drift, the radiation induced charge (mainly holes) gets trapped, on one hand in the bulk oxide and the other hand in the Si–SiO₂ interface. The threshold voltage shift, ∆\(V_{th}\), is considered to be a sum of voltage shifts due to oxide trapped (ot) and interface trapped (it) charge,

\[
\Delta V_{th} = \Delta V_{ot} + \Delta V_{it}.
\]

(5.6)

These voltage shifts are considered to be linearly proportional to the trapped charges as follows

\[
\Delta V_{ot} = \frac{\Delta Q_{ot}}{C_{ox}}
\]

\[
\Delta V_{it} = \frac{\Delta Q_{it}}{C_{ox}},
\]

(5.7)

(5.8)

where \(\Delta Q_{ot, it}\) are the increase in the oxide and the interface trapped charge per cm\(^2\) and \(C_{ox}\) is the oxide capacitance in units of F/cm\(^2\). The oxide trapped charge is related to the initial induced charge \(Q_0\) via

\[
Q_{ot} = f_{ot} f_\gamma Q_0
\]

\[
Q_{it} = f_{it} (1 - f_{ot}) f_\gamma Q_0
\]

(5.9)

where \(f_{ot}\), \(f_{it}\) and \(f_\gamma\) are coefficients for the charge trapping efficiency in the oxide and the interface, and the charge yield, respectively. All of them have values between 0 and 1. The charge yield is considered to depend only on the radiation type and the oxide field, whereas the trapping efficiencies are highly process dependent. Hence the calculation of the charge yield directly from the deposited charge (or energy) and the voltage shifts is not possible. Alternatively, by comparing device responses between x-rays and heavy ions, the charge yield can be derived. This is done by determining the components in the total threshold voltage shift, namely the \(\Delta V_{ot}\). The two trapped charge components \(Q_{ot}\) and \(Q_{it}\) have different rates of buildup and anneal. In this work the contribution of the oxide trapped charge was used in characterization the
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charge yield. The radiation induced $\Delta V_{ot}$ can be considered to be dependent only on the total deposited dose and the recombination rate for devices with the same total time of irradiation and anneal, regardless of the radiation source.

The analysis of the I–V curves has been made by using the *midgap technique* presented in Ref. [151]. With this technique the contributions of $\Delta V_{ot}$ and $\Delta V_{it}$ can be separated. First, the dependence of subthreshold drain current on the gate voltage needs to be defined. According to Ref. [151, and references therein], in saturation the subthreshold drain current in a MOSFET can be written in form

$$I_d(\phi_s) = \sqrt{2} \frac{W}{L} \frac{e \mu N_d L_B}{2 \beta} \left( \frac{n_i}{N_d} \right)^2 \frac{\exp(\beta \phi_s)}{\sqrt{\beta \phi_s}}, \quad (5.10)$$

where $\phi_s$ is the band bending potential in the Si-surface (in the Si–SiO$_2$ interface), $N_d$ is the doping concentration in the substrate, $n_i$ in the intrinsic carrier concentration of silicon, $L_B = \sqrt{\frac{e}{3\epsilon N_d}}$ is the *Debye length* with $\epsilon$ being the permittivity of silicon, $\beta = \frac{e}{k_B T} \approx 40 \text{ V}^{-1}$ (at room temperature) and $\mu$ is the carrier mobility in the Si-channel. The midgap current is defined to occur when the silicon band structure is bent at the Si–SiO$_2$ interface by value of $\phi_s = \phi_b = \frac{k_B T}{e} \ln \left( \frac{N_d}{n_i} \right)$ [152]. Hence the current is written as $I_d(\phi_b) \equiv I_{mg}$. The gate voltage associated with $I_{mg}$ is called the *midgap voltage*, $V_{mg}$. It has been shown, e.g. in Ref. [102], that the shift in the midgap voltage, $\Delta V_{mg}$, can be attributed to oxide trapped charge, i.e. $\Delta V_{ot} = \Delta V_{mg}$, which can be extracted from the I–V curves. The problem is that the $I_{mg}$ values are typically in the order of tens of femtoamperes, which are often below the noise levels of used ammeters. In the subthreshold region $\phi_s \propto V_{g(s)}$, thus due to the exponential dependence of the drain current on the gate voltage as given in Eq. (5.10), the midgap voltages can be derived by extrapolating the I–V curves down to the $I_{mg}$ values. This is illustrated by the red dashed lines in Fig. 5.15 and with the triangles representing the points for $I_{mg}$ and $V_{mg}$.

At voltages above the threshold, in the saturation region, the MOSFET’s drain current can be estimated with the well-known relation

$$|I_d(V_{gs})| = \mu \frac{W}{L} \frac{C_{ox}}{2} (V_{gs} - V_{th})^2, \quad (5.11)$$

where $C_{ox}$ is the gate oxide capacitance. From the I–V data the $V_{th}$ is derived by introducing an *extrapolated threshold voltage*, $V_{thex}$. Above the threshold $\frac{\partial I_d}{\partial V_{gs}}$ is
Figure 5.16: Voltage shifts as a function of ion fluence for a RADFET (left) and a TA-692 p-channel device (right) irradiated by Fe-beam at 9.3 MeV/u with oxide field of 1 MV/cm. The contributions from the oxide ($\Delta V_{ot}$) and interface ($\Delta V_{it}$) trapped charge are plotted along with the extrapolated threshold voltage shift ($\Delta V_{thex}$).

linearly proportional to $V_{gs}$. Thus $V_{thex}$ can be determined from

$$\left. \frac{\partial I_d}{\partial V_{gs}} \right|_{V_{gs}=V_{thex}} = 0 \quad (5.12)$$

via extrapolation. The points for $V_{thex}$ are also indicated in Fig. 5.15. Now $\Delta V_{th}$ in Eq. (5.6) is been replaced with $\Delta V_{thex}$, and the contributions of $\Delta V_{ot}$ and $\Delta V_{it}$ can be extracted accordingly.

An example for the results obtained from the charge separation analysis is presented in Fig. 5.16, where the contributions of the oxide and the interface trapped charges in the total voltage shifts in Fe-irradiated RADFET and p-type TA-629 are plotted as a function of cumulative ion fluence. These graphs are for devices, which have been irradiated by using oxide field of 1 MV/cm. In the left-hand graph for the RADFET one should note that the $\Delta V_{it}$ dominates the $\Delta V_{thex}$ at fluences below $10^8 \text{cm}^{-2} (=1 \mu m^{-2})$, corresponding to ionizing doses below 30 krad. At these fluence levels there are $\sim 1.5 \cdot 10^4$ ion strikes in the gate area of a RADFET with $W \times L = 300 \times 50 \mu m^2$. Typically in pMOS-devices $|\Delta V_{ot}| > |\Delta V_{it}|$ is expected. For TA-629 p-channel devices in this work, $|\Delta V_{it}|$ was observed to be only slightly higher than $|\Delta V_{ot}|$ at lower doses, but generally the behavior was as expected. This can be observed in the right-hand graph in Fig. 5.16. The effect is considered to be a result of
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non-uniform distribution of dose in the gate at low fluences (cf. microdose). Apparently, if there is less than 1 ion strike per µm², the induced charge is not distributed uniformly over the whole gate. This can be qualitatively deduced by considering the ion track structure (see Section 3.2.1). The deposited energy, and thus the e–h pairs are localized strongly in the vicinity of the ion track. This means that the oxide trapped charge from a single ion strike is within a small area. On the other hand, the charge, which is finally trapped in the Si–SiO₂ interface has drifted from its origin to the interface. During the drift process this charge has more likely experienced some spreading laterally, and hence would cover a larger area of the gate compared to the oxide trapped charge.

Because of the thinner oxides in the TA-629 devices they require more TID (fluence) to exhibit similar relative voltage shifts as RADFETs. Hence the non-uniform dose deposition is not that evident in the response of TA-629 devices. Because of this effect, even if the RADFETs exhibited reasonable voltage shifts (few volts) at lower fluences, the final ion fluences were kept above 10⁸ cm⁻².

Another thing to consider is the space charge effect. As charge is accumulated in the oxide, at some point the adjacent charges start to repel each other and cause nonlinear behaviour in the response. This is a concern especially at low oxide fields, but also starts to play a role at higher fields at high cumulated doses. In order to minimize the space charge effect the data were characterized at ∆V₀ࢂ = −0.5 V for TA-629 devices and ∆V₀ࢂ = −3 V for RADFETs.

The x-rays and heavy ions exhibit qualitatively the same ∆V₀ࢂ-behaviour as a function of oxide field: increase with the oxide field at low fields and decrease after reaching a maximum at ∼1 MV/cm. According to Ref. [153], the decrease at higher field is due to E⁻⁰.⁵ oxide field dependence for the hole capture cross-sections near the Si–SiO₂ interface. The oxide field dependence for both n- and p-type TA-629 devices, measured for x-rays, N- and Fe-ions is illustrated in Fig. 5.17. In the upper graph the total ionizing dose required to induce voltage shift of ∆V₀ࢂ = −0.5 V is plotted as a function of oxide field. In the lower graph the voltage shifts ∆V₀ࢂ at fixed TID levels are plotted respectively as a function of oxide field. In these graphs it can be seen that for N- and Fe-ions it requires higher dose levels in order to achieve the same voltage shifts as for the x-ray irradiated devices. This is due to the lower charge yield for heavy ions than that of x-rays. One notable observation can be made in these graphs: for heavy ions, in the p-type devices, more TID is required for the same ∆V₀ࢂ than in the n-type devices. This would suggest that the charge yield is
Figure 5.17: The response of n- and p-type TA-629 devices to x-rays, N- and Fe-ions at different oxide fields. In the upper graph the total ionizing dose required to induce shift of $\Delta V_{ot} = -0.5$ V is plotted as a function of electric field. The lower graph presents respectively the $\Delta V_{ot}$ values at a fixed TID levels for each device and radiation source combinations. Data previously unpublished.

lower for p-type than for the n-type. This is not observed with x-rays and to author’s knowledge this kind of behaviour is not reported previously. The possible reason for this effect is discussed in the next section.

5.2.2 Charge yield results and discussion

The dependence of charge yield on both the oxide field and the initial energy deposition has been experimentally determined. Generally the latter is considered to be described by the LET, like e.g. in Ref. [154, and references therein]. Alternative model has been proposed in Ref. [155, and references therein], where charge yields for different radiation sources are determined via Monte-Carlo simulations. These simulations take into account the spatial distribution of the energy deposition (see
Section 3.2.1) and the results indicate that LET solely does not describe the charge yield. The experimental results, obtained in this current work, support qualitatively the results from the Monte-Carlo simulations in Ref. [155]. The accurate comparison between the experimental data here and the simulation data is not possible due to different energies considered in these works.

In Fig. 5.18 there is a collection of $\Delta V_{ot}$ data as a function of total ionizing dose for RADFETs, and n- and p-type TA-629 devices, irradiated with x-rays and several different ions at oxide field of 1 MV/cm. Despite the large part-to-part variations observed in the response for heavy ions (especially for ions heavier than nitrogen) in all the devices, the results consistently contradict the models where the charge yield is described solely by the LET. This effect is more readily observed in Fig. 5.19, where the compilation of the charge yield data for different devices, irradiated with different ions at 1 MV/cm oxide field, are presented as a function of LET. E.g. He-ions ($LET = 0.27 \text{ MeV}/(\text{mg/cm}^2)$) exhibit lower charge yield than N-ions ($LET = 2.1 \text{ MeV}/(\text{mg/cm}^2)$). Also the charge yield for Ar-ions ($LET = 11.9 \text{ MeV}/(\text{mg/cm}^2)$) is observed to be in the same level or lower than that of Xe-ions ($LET = 69.6 \text{ MeV}/(\text{mg/cm}^2)$) in all the device types. No clear correlation can be seen with the LET. According to the model presented in Ref. [155] and intuitively considering the track structure in Section 3.2.1, the charge yield can be considered to be governed also by the ion velocity (energy). Physical mechanisms underlying the e–h pair recombination in dense plasmas in the ion track are not well established and need further investigations.

The oxide field dependence of the heavy-ion induced charge yield is presented in Fig. 5.20 with comparison of charge yield data found in the literature for gamma rays, x-rays, 2 MeV $\alpha$-particles, and 12 MeV C-ions. The heavy-ion data obtained in this work exhibit very similar qualitative behaviour as the other radiation sources, which was demonstrated already in Fig. 5.17. This confirms that the electric field dependence of the charge yield is well behaved, regardless of the radiation source. In this context only data for the TA-629 devices are presented, because the RADFETs were tested mainly at 1 MV/cm. Some individual measurement runs were performed for RADFETs also at other oxide field values. Unfortunately the fluence levels in these runs remained too low and the non-uniform dose distribution, mentioned above, was not obtained. Hence these results are not fully applicable for the examination of field-dependence of the charge yield. In addition, in these measurements, RADFETs were observed to fail at high oxide fields (i.e. 5 MV/cm) while irradiating them
Figure 5.18: $\Delta V_{ot}$ as a function of TID for X-rays and various heavy ions measured for RADFETs (top) and both p- (middle) and n-type (bottom) TA-629 devices. Data are previously unpublished.
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Figure 5.19: Charge yield for different ions in SiO$_2$ as a function of ion LET at oxide field of 1 MV/cm. The literature data are from Refs. [156] and [155] for 2 MeV $\alpha$-particles and 12 MeV C-ions, respectively. The rest of the data are previously unpublished.

with Xe- and Fe-ions, presumably due to Single-Event-Gate-Rupture (SEGR) (see Section 3.6.2.2). No breakdown was observed in the TA-629 devices at these oxide fields. This observation is in conjunction with the findings in Refs. [157, 158], where the oxide breakdown fields are shown to decrease with increasing oxide thickness, both with and without radiation stress. At oxide field of 1 MV/cm, as presented in Fig. 5.19, no clear correlation can be observed between the charge yield and the oxide thickness. Especially for the heaviest ions, i.e. Fe and Xe, the differences in the obtained charge yields in different p-type devices are within the experimental uncertainties.

As mentioned above, the charge yield in the oxides of MOS devices is expected to be independent on the type of the semiconductor substrate. This is actually the case for the x-ray data obtained in this work. Surprisingly, the heavy-ion data are consistently exhibiting higher charge yields for n-type MOSFETs than that for p-type devices. To the author’s knowledge this kind of behaviour has not been reported previously. This could be explained with the combination of (1) the high density e–h pair plasma in the ion track core, and (2) the different amount of accumulated electrons in the Si–SiO$_2$-interface due to the gate bias and the doping type. At positive gate voltages the n-type transistor is in depletion (or inversion) corresponding to a low number of electrons in the conduction band of silicon channel, whereas in p-type transistor there is higher accumulation of electrons in the channel.
Figure 5.20: The survival rate of e–h pairs generated by different radiation sources in SiO$_2$ as a function of electric field parallel to the radiation field. Data for 2 MeV $\alpha$-particles and 700 keV protons are taken from Ref. [156], for x-rays and gamma rays from Ref. [159], and the data for C-ions is from Ref. [155]. The heavy-ion data are previously unpublished except the data for Fe-irradiated n-type (blue hollow squares), which are published in Ref. [138].

Considering the ion strike in the oxide qualitatively. Some evidence of fast charge conduction in the oxides due to heavy-ion strikes has been reported e.g. in Refs. [160, 161, and references therein]. The phenomenon is attributed to the high ionization densities in the heavy-ion track (see Section 3.2.1), which would create a short-lived conductive pipe in the oxide. This would suggest that promptly after the heavy-ion strike there might be an injection of electrons from the Si-substrate to the oxide. In case of p-type transistor (n-substrate) the amount of possibly injected charge would be higher compared to n-type transistor (p-substrate). Thus because the final trapped charge in the oxide, causing the voltage shifts, are holes, the assumably higher charge injection in p-type transistor would lead higher recombination of electrons and holes. This would explain the difference in the observed charge yields. For radiation types like x-rays, gamma rays and low LET ions (e.g. protons) this effect would be much weaker due to much lower ionization densities, resulting negligible current conduction and thus lower charge injection. The thorough exploration of this phenomenon would require such extensive measurements that for the current work no conclusions can
be drawn based on these findings. Plans have been made to investigate this effect further in the future, along with the above mentioned studies of overall recombination of heavy-ion induced e–h pairs in SiO$_2$. 
6 Summary

This thesis provides a review of radiation effects in microelectronics. Different radiation environments in space, atmosphere and on the ground level are discussed. In addition, basic theories on the interaction mechanisms between energetic particles and matter are introduced, followed by discussion about the effects on electronics due to energy deposition by the particles. A semi-empirical model was developed for predicting the electronic stopping force of solids for heavy-ions, which is introduced in this thesis. The model is based on a reasonably simple expression with only three parameters required. The model is used as a basis for a stopping force prediction code, where experimental stopping force data are employed in the parameterization. The developed stopping force code is used by the European Space Agency in its heavy-ion irradiation facilities.

The basic methodology of radiation hardness assurance (RHA) testing of electronics by using heavy ions is presented in this thesis. Utilization of the RADiation Effects Facility (RADEF) in RHA testing is introduced, along with the key elements for the RADEF operation: the K130 cyclotron and the Electron Cyclotron Resonance Ion Sources (ECRIS). RADEF is located in the Accelerator Laboratory (JYFL) of the University of Jyväskylä, Finland. The combination of the JYFL cyclotron and the ECR ion sources has been found very useful for RHA testing due to their capability to produce ion cocktails with high energies (i.e. 9.3 MeV/u). Heavy-ion cocktails are very efficient in RHA testing due to the fast switching between different ion species. The success of RADEF is to a large extent because of the expertise of both the ECR ion source group and the cyclotron staff.

The experimental part of this thesis provides new data on electronic stopping force of silicon for heavy ions, as well as for the heavy-ion induced charge yield in SiO₂. These data improve the knowledge on the interaction mechanisms of heavy ions in silicon, and also on the heavy-ion induced radiation effects in Si and SiO₂. For the heavy-ion stopping force measurements a new method called Magnetic–Time-Of-Flight (B–TOF) was developed. The method utilizes the Lorentz force and TOF-spectrometry. This method provides a flexible and accurate way of measuring heavy-ion stopping in multiple samples and in wide range of energies. The stopping force measurements done in this work and the B–TOF method have inspired the permanent installation of a TOF-station in RADEF, which is still under construction. It will
be used in heavy-ion stopping measurements especially in materials important for electronics, such as SiO$_2$ and Ge.

The data for heavy-ion induced charge yield confirms the basic trend in electron–hole pair recombination, which is considered in the literature to be dependent on the density of the deposited energy. To first order it is typically assumed to depend on the LET of the ion. However, the results presented here clearly indicate that the charge yield, i.e. the recombination, is not entirely LET dependent, but also other characteristics (e.g. velocity) of the ion need to be taken into account. Due to the scarcity of charge yield data no solid conclusions can be made on the detailed mechanisms underlying the recombination process, and further investigations are needed. Another finding in the heavy-ion charge yield measurements, which requires further attention, is that p- and n-type devices consistently exhibit different charge yields. This kind of behaviour is not observed with x-rays and, to the author’s knowledge, has not been reported previously in the literature.

The technological evolution, with its approach toward nano-scale and the increased use of electronics “everywhere”, will inevitably lead to higher demand for radiation hardness assurance, either by testing with irradiation or by design and manufacturing. Clearly this observation makes the topic of this thesis important for the future.
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